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Preface

About This Guide

This guide describes the services and protocol support provided by the Alcatel-L ucent
7705 Service Aggregation Router and presents examplesto configure and implement MPLS
and LDP protocols.

This guide is organized into functional chapters and provides concepts and descriptions of
the implementation flow, as well as Command Line Interface (CLI) syntax and command
usage.

Audience

This guide isintended for network administrators who are responsible for configuring the
7705 SAR routers. It is assumed that the network administrators have an understanding of
networking principles and configurations. Protocols and concepts described in this guide
include the following:

e Multiprotocol Label Switching (MPLS)
* Resource Reservation Protocol for Traffic Engineering (RSVP-TE)
e Labe Distribution Protocol (LDP)
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Preface

List of Technical Publications

The 7705 SAR OS documentation set is composed of the following guides:

Page 28

7705 SAR OS Basic System Configuration Guide
This guide describes basic system configurations and operations.
7705 SAR OS System Management Guide

This guide describes system security and access configurations as well as event
logging and accounting logs.

7705 SAR OS Interface Configuration Guide
This guide describes card and port provisioning.
7705 SAR OS Router Configuration Guide

This guide describes logical IP routing interfaces, |P-based filtering, and routing
policies.
7705 SAR OS MPLS Guide

This guide describes how to configure Multiprotocol Label Switching (MPLS),
Resource Reservation Protocol for Traffic Engineering (RSVP-TE), and Label
Distribution Protocol (LDP).

7705 SAR OS Services Guide

This guide describes how to configure service parameters such as service access
points (SAPs), service destination points (SDPs), customer information, and user
Services.

7705 SAR OS Quality of Service Guide

This guide describes how to configure Quality of Service (QoS) policy
management.

7705 SAR OS Routing Protocols Guide

This guide provides an overview of dynamic routing concepts and describes how to
configure them.

7705 SAR OS OAM and Diagnostics Guide

This guide provides information on Operations, Administration and Maintenance
(OAM) toals.
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Preface

Multiple PDF File Search

Y ou can use Adobe Reader, Release 6.0 or later, to search multiple PDF files for aterm.
Adobe Reader displays the resultsin adisplay panel. The results are grouped by PDF file.
Y ou can expand the entry for each file.

Note: The PDF files in which you search must be in the same folder.

To search multiple PDF files for aterm:

Step 1. Open Adobe Reader.
Step 2. Choose Edit — Search from the Adobe Reader main menu. The Search panel appears.
Step 3. Enter the term to search for.
Step 4. Select the All PDF Documents in radio button.
Step 5. Choose the folder in which to search using the drop-down menu.
Step 6. Select the following criteriaif required:
*  Wholewords only
e Case-Sensitive
* Include Bookmarks
¢ Include Comments
Step 7. Click on the Search button.

Adobe Reader displaysthe search results. Y ou can expand the entries for each file by
clicking on the + symbol.

Step 8. Click on asearch result to go directly to that location in the selected file.

Technical Support

If you purchased a service agreement for your 7705 SAR router and related products from a
distributor or authorized reseller, contact the technical support staff for that distributor or
reseller for assistance. If you purchased an Alcatel-L ucent service agreement, check thislink
for instructions to contact Support personnel:

Web: http://support.al catel-lucent.com
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In This Chapter

This chapter provides process flow information to configure MPLS, RSVP-TE, and LDP
protocols.

Alcatel-Lucent 7705 SAR MPLS Configuration
Process

Table 1 lists the tasks necessary to configure MPLS application functions.

Thisguideis presented in an overall logical configuration flow. Each section describes a
software area and provides CLI syntax and command usage to configure parameters for a
functional area.

Table 1: Configuration Process

Area Task Chapter
Protocol configuration MLPS MPLS on page 38

RSVP-TE RSVP and RSVP-TE on page 45

LDP Label Distribution Protocol on page 195
Reference List of IEEE, IETF, and Standards and Protocol Support on page 269

other proprietary entities
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Notes on 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F

The 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F run the same operating system software.
The main difference between the productsis their hardware platforms.

The 7705 SAR-8 is an 8-dot chassis that supports 2 CSMs, a Fan module, and 6 adapter
cards. The 7705 SAR-18 chassis has 18 dots; in Release 4.0, it supports 2 CSMs, aFan
module, an Alarm module, and 12 adapter cards.

The 7705 SAR-F chassis has afixed hardware configuration. The 7705 SAR-F replaces the
CSM, Fan module, and the 16-port TI/E1 ASAP Adapter card and 8-port Ethernet Adapter
card with an all-in-one unit that provides comparable functional blocks, as detailed in
Table 2.

The fixed configuration of the 7705 SAR-F means that provisioning the router at the “card
dot” and “type” levelsis preset and is not user-configurable. Operators begin configurations
at the port level.

Note: Unless stated otherwise, references to the terms “Adapter card” and “CSM”

=»| throughout the 7705 SAR OS documentation set include the equivalent functional blocks on
the 7705 SAR-F.
Table 2: 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F Comparison
7705 SAR-8, 7705 SAR-F Notes
7705 SAR-18
Csv Control and switching  The control and switching functions include the console and
functions management interfaces, the alarm and fan functions, the
synchronization interfaces, system LEDs, and so on.
Fan module Integrated with the
control and switching
functions

Page 32
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Table 2: 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F Comparison (Continued)

7705 SAR-8,
7705 SAR-18

7705 SAR-F

Notes

16-port T/E1 ASAP

Adapter card

8-port Ethernet
Adapter card

Requires user
configuration at card
(IOM) and MDA
(adapter card) levels

16 individual TVE1
ports on the faceplate

8 individual Ethernet
ports on the faceplate

Configuration at card
(IOM) and MDA
(adapter card) levels
is preset and users
cannot change these

types

The TU/EL ports on the 7705 SAR-F are equivaent to the T1/
E1 portson the 16-port T/EL ASAP Adapter card, version 1,
except that the 16 TL/E1 ports on the 7705 SAR-F support
multiple synchronization sources to support two timing
references. The 16-port TI/E1 ASAP Adapter card, version 2,
al so supports two timing references.

On the 7705 SAR-8 and 7705 SAR-18, the CLI indicates the
MDA type for the 16-port T/E1 ASAP Adapter card as
al6- chds1 forverson1and al6-chdslv2 for
version 2.

On the 7705 SAR-F, the CL1 indicates the MDA type for the
7705 SAR-F portsasi 16- chds1.

The—-48 VDC versions of the 7705 SAR-8 support two
versions of the 8-port Ethernet Adapter card, with version 2
having additional support for Synchronous Ethernet.

The +24 VVDC version of the 7705 SAR-8 supports only
version 2 of the 8-port Ethernet Adapter card.

The 7705 SAR-18 supports only version 2 of the card.

The Ethernet ports on the 7705 SAR-F are functionally
equivalent to the Ethernet ports on version 2 of the 8-port
Ethernet Adapter card and support multiple synchronization
sources to support two timing references.

On the 7705 SAR-8, the CL1 indicates the MDA type for the
8-port Ethernet Adapter card as a8- et h or a8- et hv2. On
the 7705 SAR-18, the CLI indicates the MDA type as

a8- et hv2. Onthe 7705 SAR-F, the CLI indicatesthe MDA
type for the 7705 SAR-F Ethernet portsasi 8- et h.

7705 SAR OS MPLS Guide
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In This Chapter

This chapter provides information required to configure Multiprotocol Label Switching
(MPLS) and Resource Reservation Protocol for Traffic Engineering (RSVP-TE) for the
7705 SAR. For information on dynamic L SPs with LDP, refer to the chapter Label
Distribution Protocol.

Topicsin this chapter include:

7705 SAR OS MPLS Guide

Overview on page 37

MPLS on page 38

- Traffic Engineering for MPL S on page 38

- MPLS Label Stack on page 39

- Label Edge and Label Switch Routers on page 43
- LSPTypeson page 43

RSVP and RSVP-TE on page 45

- RSVP-TE Overview on page 45

RSVP-TE Signaling on page 50

— General Attributes of RSVP-TE on page 50
L SP Redundancy on page 55

Fast Reroute (FRR) on page 56

- FRR Terminology on page 57

- FRR Behavior on page 59

— Dynamic and Manual Bypass L SPs on page 60
Shared Risk Link Groups on page 65

- SRLGsfor Secondary L SP Paths on page 65
- SRLGsfor FRR L SP Paths on page 66

-~ Digoint and Non-digoint Paths on page 66
- Enabling Digjoint Backup Paths on page 67
RSVP-TE Graceful Shutdown on page 70
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e« MPLS Service Usage on page 71
— Service Destination Points on page 71
¢ MPLSand RSVP-TE Configuration Process Overview on page 72
e Configuration Notes on page 73
- Reference Sources on page 73
e Configuring MPLS and RSVP-TE with CLI on page 75
e  MPLSand RSVP-TE Command Reference on page 97
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Overview

The 7705 SAR provides MPLS technology using static L SPs, RSVP-TE for
traffic-engineered signaled routing of LSPs, and LDP for non-traffic-engineered signaled
routing of LSPs. A network operator may choose to use any combination of static L SPs,
RSVP-TE, and LDP to establish paths for services. Furthermore, the 7705 SAR can be used
as an ingress and egress Label Edge Router (ILER and ELER), and as atransit router. A
transit router is also referred to as a Label Switch Router (LSR). Consider RSVP-TE and
LDP asthe Layer 2.5 protocols.

OSPF and I SIS are the interior gateway protocols with traffic engineering extensions
(IGP-TE) available to the 7705 SAR. These are the Layer 3 protocols. Typicaly, one or the
other of these gateway protocolswill be in use in the network. Whichever protocol isthe
chosen gateway protocol, it must be working in order for LDP or RSV P-TE to function.
These Layer 3 protocolsidentify the next hop, which isinformation needed by the Layer 2.5
protocols (LDP or RSVP-TE) in order to assign |abels.

In addition, the 7705 SAR provides link and node redundancy protection through L SP
redundancy and Fast Reroute (FRR) features.

The L SP redundancy and FRR features have the ability to take shared risk link groups
(SRLGs) into consideration when the Constrained Shortest Path First (CSPF) algorithm is
used to determine an aternate L SP. The selection of aroute is determined by the IGP-TE
protocol. The added constraints imposed by SRLGs and CSPF will ensure that the redundant
route selected will be unique from the principal route (route being protected); that is, it will
use physical equipment that is different from the equipment that carries the principal route.
CSPF will constrain the alternate route to be the shortest possible alternative route. Note that
there may be more than one alternative route.
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MPLS

Multiprotocol Label Switching (MPLS) isalabel switching technology that provides the
ability to set up connection-oriented paths over a connectionless | P network. MPLS
facilitates network traffic flow and provides a mechanism to engineer network traffic
patterns independently from routing tables. MPL S sets up a specific path for a sequence of
packets. The packets are identified by alabel inserted into each packet.

MPLS isindependent of any routing protocol but is considered multiprotocol because it
works with protocols such as IP, ATM, Ethernet, and circuit emulation.

Traffic Engineering for MPLS

Page 38

Without traffic engineering (TE), routers route traffic according to the Shortest Path First
(SPF) algorithm, disregarding congestion or packet types.

With traffic engineering, network traffic is routed efficiently to maximize throughput and
minimize delay. Traffic engineering facilitates traffic flows to be mapped to the destination
through aless-congested path than the one selected by the SPF algorithm.

MPLS directs aflow of IP packets along alabel switched path (LSP). LSPs are simplex,
meaning that the traffic flows in one direction (unidirectional) from an ingress router to an
egress router. Two LSPs are required for duplex (bidirectional) traffic. Each LSP carries
traffic in a specific direction, forwarding packets from one router to the next across the
MPLS domain.

When an ingress router receives a packet, it adds an MPLS header to the packet and
forwards it to the next hop in the LSP. The labeled packet is forwarded along the L SP path
(from next hop to next hop) until it reaches the destination point. The MPLS header is
removed and the packet is forwarded based on Layer 3 information such asthe IP
destination address. The physical path of the LSP is not constrained to the shortest path that
the IGP would choose using SPF to reach the destination | P address.
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TE Metric and IGP Metric

When the TE metric is selected for an L SP, the shortest path computation will select an LSP
path based on the TE metric constraints instead of the IGP metric (for OSPF and IS-1S),
which isthe default metric. The user configures the TE metric under ther out er >npl s>

i nt er f ace context and the IGP metric under ther out er >ospf >ar ea>i nt er f ace
context (for OSPF) and ther out er >i si s>i nt er f ace>l evel context (for 1S-1S). Both
the TE and |GP metrics are advertised by OSPF and |S-1S for each link in the network. The
TE metric is part of the traffic engineering extensions of the | GP protocols. For more
information on the OSPF and | S-I S routing protocols, refer to the 7705 SAR OS Routing
Protocols Guide.

Typicaly, the TE metric is used to allow Constrained Shortest Path First (CSPF) to represent
adual TE topology for the purpose of computing L SP paths, where one TE topology is based
on the RSV P-TE database and the other is based on the IGP-TE database.

An L SP dedicated to real-time and delay-sensitive user and control traffic has its path
computed by CSPF using the TE metric. The user configures the TE metric to represent the
amount of delay, or combined delay and jitter, of the link. In this case, the shortest path
satisfying the constraints of the L SP path will effectively represent the shortest-delay path.

An LSP dedicated to non-delay-sensitive user and control traffic hasits path computed by
CSPF using the IGP metric. The IGP metric could represent the link bandwidth or some
other value as required.

When the use of the TE metric is enabled for an LSP, the CSPF process will first eliminate
al linksin the network topology that do not meet the constraints specified for the LSP path;
the constraints include bandwidth, admin-groups, and hop limit. CSPF will then run the SPF
agorithm on the remaining links. The shortest path among all the SPF pathswill be selected
based on the TE metric instead of the IGP metric. Note that the TE metricisonly used in
CSPF computations for MPL S paths and not in the regular SPF computation for IP
reachability.

MPLS Label Stack

Routers that support MPL S are known as Label Edge Routers (LERs) and Label Switch
Routers (LSRs). MPLS requires a set of procedures to enhance network layer packets with
label stacks, which turns them into labeled packets. In order to initiate, transmit, or terminate
alabeled packet on a particular datalink, an LER or LSR must support the encoding
technique which, when given alabel stack and a network layer packet, produces a labeled
packet.
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In MPLS, packets can carry not just one label, but a set of labelsin astack. An LSR can
swap the label at the top of the stack, pop the stack (that is, remove the top label), or swap
the label and push one or more labels onto the stack. The processing of alabeled packet is
completely independent of the level of hierarchy. The processing is always based on the top
label, without regard for the possibility that other 1abels may have been above it in the past
or that other labels may be below it at present.

Asdescribed in RFC 3032, MPLS Label Stack Encoding, the label stack is represented asa
sequence of “label stack entries’. Each label stack entry is represented by 4 octets. Figure 1
shows the structure of alabel and Table 3 describes the fields. Figure 2 shows the label
placement in a packet.

Figure 1: Label Structure

0 1 2 3
0123456789012 3456 7890123456789 01
| Label 1 | Exp |S| TTL |

19690

Table 3: Packet/Label Field Description

Field Description
Label This 20-bit field carries the actual value (unstructured) of the label.
Exp This 3-bit field is reserved for experimental use. It is currently used for

Class of Service (CoS).

S Thishitisset to 1 for the last entry (bottom) in the label stack and O for all
other label stack entries.

TTL This 8-bit field is used to encode atime-to-live value.

A stack can carry several labels, organized in alast in/first out order. The top of the label
stack appears first in the packet and the bottom of the stack appears last (Figure 2).

Figure 2: Label Packet Placement

Layer 2 Header | Toplabel | --- | BottomlLabel | DataPacket

19691
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The label value at the top of the stack is |ooked up when alabeled packet isreceived. A
successful lookup reveals:

« the next hop where the packet is to be forwarded
» the operation to be performed on the label stack before forwarding

In addition, the lookup may reveal outgoing data link encapsulation and other information
needed to properly forward the packet.

An empty label stack can be thought of as an unlabeled packet. An empty label stack has
zero (0) depth. The label at the bottom of the stack isreferred to asthe Level 1 label. The
label aboveit (if it exists) isthe Level 2 label, and so on. The label at the top of the stack is
referred to asthe Level mlabel.

Label Values

The 7705 SAR uses RSVP-TE and LDP protocols for label forwarding, For packet-based
services such asVLL, the 7705 SAR uses T-LDP for signaling PW label s between peer
nodes.

Packets traveling along an L SP are identified by the packet 1abel, which is the 20-bit,
unsigned integer (see Label Edge and Label Switch Routers). The range is 0 through
1 048 575. Label values 0 to 15 are reserved and are defined below:

* A vaueof Orepresentsthe IPv4 Explicit NULL label. Thislabel valueislegal only
at the bottom of the label stack if the label stack isimmediately followed by an IPv4
header, in which case the packet forwarding is based on the | Pv4 header. If the IPv4
Explicit NULL label is not at the bottom of the label stack, then the packet
forwarding is based on the subsequent label.

« A vaueof 1representsthe router alert label. Thislabel valueislega anywherein
the label stack except at the bottom. When a received packet contains this label
value at the top of the label stack, it is delivered to alocal software module for
processing. The actual packet forwarding is determined by the label beneath it in the
stack. However, if the packet is further forwarded, the router alert label should be
pushed back onto the label stack before forwarding. The use of thislabel is
analogous to the use of the router alert option in 1P packets. Since this label cannot
be at the bottom of the stack, it is not associated with a particular network layer
protocol.

e A vaueof 3representsthe Implicit NULL label. An LER advertisesthiswheniitis
reguesting penultimate hop popping and expecting unlabeled packets. Thus, the
label value 3 should never appear in the label stack.

» Vaues4 through 15 are reserved for future use.
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Table 4 lists the label ranges available for use by ingress labels (pop labels).

Table 4: Ingress Label Values (Pop Labels)

Label Values Description

16 through 31 Reserved for future use

32 through 1023 Available for static outer LSP tunnel label assignment
1024 through 2047 Reserved for future use

2048 through 18 431 Statically assigned for services (inner pseudowire label)
32 768 through 131 071 Dynamically assigned for both MPL S and services

131 072 through 1 048 575 | Reserved for future use

Table 5 lists the label ranges available for use by egress labels (push labels).

Table 5: Egress Label Values (Push Labels)

Label Values Description

16 through 1 048 575 Can be used for static LSP tunnel and static PW labels

16 through 1 048 575 Can be dynamically assigned for both MPLS tunnel labels
and PW labels
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Label Edge and Label Switch Routers

A 7705 SAR performs different functions based on its position in an L SP—ingress, egress,
or transit—as described in the following list:

* ingress Label Edge Router (ILER) — The router at the beginning of an LSP isthe
ILER. The ingress router encapsul ates packets with an MPLS header and forwards
the packets to the next router along the path. An LSP can only have one ingress
router.

e Label Switching Router (LSR) — An LSR can be any intermediate router in the
L SP between the ingress and egress routers, swapping the incoming label with the
outgoing MPL S label and forwarding the MPL S packets it receives to the next
router in the LSP. An LSP can have 0 to 253 transit routers.

e egressLabel Edge Router (ELER) — The router at the end of an LSP isthe ELER.
The egress router strips the MPL'S encapsulation, which changesit from an MPLS
packet to a data packet, and then forwards the packet to its final destination using
information in the forwarding table. An LSP can have only one egress router. The
ingress and egress routers in an L SP cannot be the same router.

A router in anetwork can act as an ingress, egress, or transit router for one or more L SPs,
depending on the network design.

Constrained-path L SPs are signaled and are confined to one Interior Gateway Protocol (IGP)
area. These L SPs cannot cross an autonomous system (AS) boundary.

Static L SPs can cross AS boundaries. The intermediate hops are manually configured so that
the L SP has no dependence on the IGP topology or alocal forwarding table.

LSP Types

The following L SP types are supported:

e datic LSPs— astatic L SP specifies a static path. All routers that the LSP traverses
must be configured manually with labels. No RSVP-TE or LDP signaling is
required. Static L SPs are discussed in this chapter.

e signaed LSPs— LSPs are set up using the RSVP-TE or LDP signaling protocol.
The signaling protocol alows labels to be assigned from an ingress router to the
egressrouter. Signaling istriggered by the ingressrouters. Configurationis required
only on theingress router and is not required on intermediate routers. Signaling also
facilitates path selection. RSVP-TE is discussed in this chapter, and LDP is
discussed in Label Distribution Protocol.
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There are two types of signaled L SP:

- explicit-path LSPs— MPLS uses RSVP-TE to set up explicit-path LSPs. The
hops within the L SP are configured manually. The intermediate hops must be
configured as either strict or loose, meaning that the L SP must take either a
direct path from the previous hop router to this router (strict) or can traverse
other routers (loose). Thus, you can control how the path is set up. Explicit-path
LSPs are similar to static L SPs but require less configuration. See RSVP and
RSVP-TE. Note that an explicit path that has not specified any hops will follow
the IGP route.

- constrained-path L SPs — for constrained-path L SPs, the intermediate hops of
the LSP are dynamically assigned. A constrained-path LSP relies on the
Constrained Shortest Path First (CSPF) routing algorithm to find a path that
satisfies the constraints for the LSP. In turn, CSPF relies on the topology
database provided by an extended |GP such as OSPF or |S-IS.

Once the path is found by CSPF, RSV P-TE uses the path to request the LSP
setup. CSPF calculates the shortest path based on the constraints provided, such
as bandwidth, class of service, and specified hops.

If Fast Reroute (FRR) is configured, the ingress router signals the downstream routers so
that each downstream router can preconfigure a detour route for the LSP that will be used if
thereisafailure on the original LSP. If a downstream router does not support FRR, the
request isignored and the router continues to support the original LSP. This can cause some
of the detour routesto fail, but the original LSP is not impacted. For more information on
FRR, see Fast Reroute (FRR).

No bandwidth is reserved for the reroute path. If the user enters avalue in the bandwidth
parameter inthe conf i g>r out er >npl s>l sp>f ast - r er out e context, it will have no
effect on establishing the backup L SP. The following warning message is displayed:

“The fast reroute bandwidth command is not supported in this release.”
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RSVP and RSVP-TE

The Resource Reservation Protocol (RSVP) is anetwork control protocol used by a host to
request specific qualities of service from the network for particular application data streams
or flows. RSVPis aso used by routers to deliver quality of service (QoS) requeststo all
nodes along the path(s) of the flows and to establish and maintain operational state to
provide the requested service. In general, RSV P requests result in resources reserved in each
node along the data path.

The Resource Reservation Protocol for Traffic Engineering (RSVP-TE) is an extended
version of RSVP for MPLS. RSVP-TE uses traffic engineering extensions to support
automatic signaling of LSPs. MPL S uses RSVP-TE to set up traffic-engineered L SPs. See
RSVP-TE Extensions for MPLS for more information.

RSVP-TE Overview

RSV P-TE reguests resources for simplex (unidirectional) flows. Therefore, RSVP-TE treats
asender aslogicaly distinct from areceiver, although the same application process may act
as both a sender and areceiver at the same time. Duplex flows require two L SPs, to carry
traffic in each direction.

RSVP-TE isasignaling protocol, not arouting protocol. RSV P-TE operates with unicast
and multicast routing protocols. Routing protocols determine where packets are forwarded.
RSV P-TE consultslocal routing tables to relay RSV P-TE messages.

RSV P-TE uses two message typesto set up LSPs, PATH and RESV. Figure 3 depicts the
process to establish an LSP.

* Thesender (theingress LER (ILER)) sends PATH messages toward the receiver,
(the egress LER (ELER)) to indicate the forwarding equivalence class (FEC) for
which label bindings are desired. PATH messages are used to signal and request the
label bindings required to establish the LSP from ingress to egress. Each router
along the path observes the traffic type.

* PATH messages facilitate the routers along the path to make the necessary
bandwidth reservations and distribute the label binding to the router upstream.

e The ELER sends label binding information in the RESV messages in response to
PATH messages received.

e TheLSPisconsidered operational when the ILER receives the label binding
information.
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Figure 3: Establishing LSPs
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Figure 4 displays an example of an L SP path set up using RSVP-TE. Theingress label edge
router (ILER 1) transmits an RSVP-TE PATH message (path: 30.30.30.1) downstream to
the egress |abel edge router (ELER 4). The PATH message contains alabel request object
that requests intermediate L SRs and the ELER to provide alabel binding for this path.

Figure 4: LSP Using RSVP-TE Path Setup
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In addition to the |abel request object, an RSVP-TE PATH message can also contain a
number of optional abjects:

e explicit route object (ERO) — when the ERO is present, the RSVP-TE PATH
message is forced to follow the path specified by the ERO (independent of the IGP
shortest path)

« record route object (RRO) — allows the ILER to receive alisting of the L SRs that
the LSP tunnel actually traverses

e session attribute object — controls the path setup priority, holding priority, and local
rerouting features

Page 46 7705 SAR OS MPLS Guide



MPLS and RSVP-TE

Upon receiving a PATH message containing alabel request object, the ELER transmits an
RESV message that contains alabel object. The label object contains the label binding that
the downstream L SR communicates to its upstream neighbor. The RESV message is sent
upstream towards the ILER, in a direction opposite to that followed by the PATH message.
Each L SR that processes the RESV message carrying alabel object uses the received label
for outgoing traffic associated with the specific L SP. When the RESV message arrives at the
ingress LSR, the LSP is established.

Using RSVP-TE for MPLS

Hosts and routers that support both MPLS and RSV P-TE can associate |abels with RSV P-
TE flows. When MPLS and RSV P-TE are combined, the definition of aflow can be made
more flexible. Once an LSP is established, the traffic through the path is defined by the label
applied at the ingress node of the L SP. The mapping of label to traffic can be accomplished
using avariety of criteria. The set of packets that are assigned the same label value by a
specific node are considered to belong to the same Forwarding Equival ence Class (FEC) that
defines the RSVP-TE flow.

For use with MPLS, RSVP-TE aready has the resource reservation component built in,
making it ideal to reserve resources for L SPs.

RSVP-TE Extensions for MPLS

The RSVP-TE extensions enable MPLS to support the creation of explicitly routed LSPs,
with or without resource reservation. Several of the features enabled by these extensions
were implemented to meet the requirements for traffic engineering over MPLS, which
enables the creation of traffic trunks with specific characteristics. None of the TE extensions
result in backward compatibility problems with traditional RSV P implementations.

To run properly, the traffic engineering capabilities of RSVP-TE require an underlying TE-
enabled IGP routing protocol. The 7705 SAR supports OSPF and 1S-1S with TE extensions.

Routing protocols make it possible to advertise the constraints imposed over various linksin
the network. For example, in order for the nodes in a network to choose the best link for
signaling atunnel, the capacity of a particular link and the amount of reservable capacity
must be advertised by the IGP. RSV P-TE makes use of these constraints to request the setup
of apath or LSP that traverses only those links that are part of an administrative group
(admin groups are described in the following list). Thus, both RSVP-TE and the IGP-TE
(that is, OSPF-TE or IS-IS-TE for the 7705 SAR) must be enabled and running
simultaneously.
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The following TE capabilities are supported:

e hop limit — the hop limit is the maximum number of LSR nodes that a given LSP
can traverse, including the ingress and the egress LER nodes. Typically, the hop
limit is used to control the maximum delay time for mission-critical traffic such as
voice traffic.

The hop limit applies to the primary L SP, any backup L SPs, and L SPs configured to
be used in Fast Reroute (FRR) situations.

e admin groups — administrative groups provide away to define which LSR nodes
should be included or excluded while signaling an L SP. For example, it might be
desirable to avoid some nodes or links that are known to be utilized heavily from
being included in the path of an L SP, or to include a specific L SR node to ensure that
anewly signaled RSVP-TE tunnel traverses that L SR node.

Administrative groups apply to both primary and secondary L SPs. They are defined
under the conf i g>r out er >npl s context, and are applied at the MPLS interface
level, aswell as at the L SP and the primary and secondary L SP levels through

i ncl ude and excl ude commands.

e bandwidth — the bandwidth capability (supported by RSVP-TE), is similar to the
Connection Admission Contraol (CAC) function in ATM. During the establishment
phase of RSVP-TE, the L SP PATH message contains the bandwidth reservation
request. If the requested capacity is available, the RESV message confirms the
reservation request. The amount of reserved bandwidth stated in the request is
deducted from the amount of reservable bandwidth for each link over which the LSP
traverses.

The bandwidth capability applies to both primary and secondary L SPs, and LSPs
configured to be used in Fast Reroute (FRR) situations.

Hello Protocol
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The Hello protocol detects the loss of aneighbor node (node failure detection) or the reset of
aneighbor’s RSVP-TE state information. In standard RSV P, neighbor monitoring occurs as
part of RSV P’ s soft-state model. The reservation state is maintained as cached information
that isfirst installed and then periodically refreshed by the ingress and egress LERs. If the
state is not refreshed within a specified time interval, the LSR discards the state because it
assumes that either the neighbor node has been lost or its RSV P-TE state information has
been reset.

The Hello protocol extension is composed of a Hello message, a Hello request object and a
Hello ACK abject. Hello processing between two neighbors supports independent selection
of failure detection intervals. Each neighbor can automatically issue Hello request objects.
Each Hello request object is answered by aHello ACK object.
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MD5 Authentication of RSVP-TE Interface

When enabled on an RSV P-TE interface, authentication of RSV P messages operatesin both
directions of the interface. A node maintains a security association with its neighbors for
each authentication key. The following items are stored in the context of this security

associ ation:

e the HMAC-MD?5 authentication algorithm
» thekey used with the authentication algorithm

« thelifetime of the key. A key is a user-generated key using third-party software or
hardware. The value is entered as a static string into the CLI configuration of the

RSVP interface. The key will continue to be valid until it is removed from that
RSVP interface.

« the source address of the sending system
« thelatest sending sequence number used with this key identifier

The RSV P sender transmits an authenticating digest of the RSV P message, computed using
the shared authentication key and a keyed hash algorithm. The message digest isincluded in
an Integrity object that also contains a Flags field, a Key Identifier field, and a Sequence
Number field. The RSV P sender complies with the procedures for RSV P message
generation in RFC 2747, RSVP Cryptographic Authentication.

An RSVP receiver uses the key together with the authentication algorithm to process
received RSV P messages.

If apoint of local repair (PLR) node switches the path of the LSP to a bypass L SP, it does
not send the integrity object in the RSV P messages over the bypass tunnel. If an integrity
object isreceived from the merge point (MP) node, then the message is discarded since there
IS No security association with the next-next-hop MP node.

The 7705 SAR MD5 implementation does not support the authentication challenge
proceduresin RFC 2747.
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RSVP-TE Signaling

RSV P-TE-based signaling provides a means to establish tunnels dynamically.

RSV P-TE uses the Downstream on Demand (DOD) label distribution mode, sending PATH
messages from the ingress LER node to the egress LER, and RESV messagesin the reverse
direction. DOD label distribution is arouter’s response to an explicit request from another
router for label binding information. The DOD modeisin contrast to LDP on the 7705 SAR,
which uses the Downstream Unsolicited (DU) label distribution mode for both PWs and
LSPs. A router in DU mode will distribute label bindings to another router that has not
explicitly requested the label bindings.

RSVP-TE signaling is supported when the 7705 SAR is deployed asan LER and asan L SR.
When used as an LER, the 7705 SAR uses RSVP-TE signaling to set up constrained paths
because only the LER knows all the constraints imposed on the LSP. When used as an L SR,
the 7705 SAR uses RSVP-TE to interpret the RSV P-TE messages (including al the
constraints).

With RSVP-TE, users can choose which services and PWs may use a particular LSP. One-

to-one or many-to-one scenarios for binding PWsto RSVP-TE LSPsis supported, which is
similar to binding PWs to static L SPs. Furthermore, each RSVP-TE L SP can be configured
with its own set of attributes and constraints.

General Attributes of RSVP-TE
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The following general attributes of RSVP-TE on the 7705 SAR are supported:

e Authentication

« OAM: BFD

e Timers

* LSPResignal Limit

* RSVP-TE Message Pacing

e RSVP-TE Overhead Refresh Reduction
¢ RSVP-TE Reservation Styles
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Authentication

OAM: BFD

Timers

In order to ensure the integrity of a peer router, authentication for RSVP-TE is supported. It
can be enabled on a per-link basis and is bidirectional. Hence, both of the nodes must either
enable authentication or disable it on a per-peer or per-link basis. The MD5-based
authentication algorithm is implemented and sequence numbers are used to keep track of

messages.

Bidirectional Forwarding Detection (BFD) is supported on the 7705 SAR. In the case of
BFD for RSVP-TE, an RSVP-TE enabled link is registered with the BFD state machine, and
if afailure occursthe RSVP-TE interface is taken out of service. The BFD implementation
on the 7705 SAR works on a hop-by-hop basis, and if BFD detects a link failure, only the
two directly connected MPL S nodes are aware of that failure. If the node that detectsthe link
failureisan LSR node, it generates PATH-ERR messages to the originators (the LER nodes)
of thefailing LSPs. If FRR is configured, the detecting node takes corrective action itself.
See L SP Redundancy and Fast Reroute (FRR) for more information on these topics.

The following timers are implemented to ensure the successful operation of RSVP-TE:

e hold-timer — the hold timer defines the amount of time before an LSP is brought up
and isin service, which provides protection against unreliable nodes and links

* resignal-timer — the resignal timer is used in conjunction with the route
optimization process, especially after areroute has occurred. If the newly computed
path for an L SP has a better metric than the currently recorded hop list, then an
attempt is made to resignal that LSP, and if the attempt is successful, then a make-
before-break switchover occurs. If the attempt to resignal an LSP fails, the LSP
continuesto use the existing path and another resignal attempt is made the next time
the timer expires.

When the resignal timer expires, atrap and syslog message are generated.

e retry-timer — the retry timer defines a period of time before aresignal attempt is
made after an LSP failure. This delay time protects network resources against
excessive signaling overhead.
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LSP Resignal Limit
When an LSP fails, an LER node tries to resignal it. The following limit can be configured:

e retry-limit — the retry limit defines the number of resignaling attemptsin order to
conserve the resources of the nodesin the network. There could be a serious loss of
capacity dueto alink failure where an infinite number of retries generate
unnecessary message overhead.

RSVP-TE Message Pacing

RSV P-TE message pacing provides ameansto limit the overwhelming number of RSVP-TE
signaling messages that can occur in large MPL S networks during node failures. RSVP-TE
message pacing allows the messages to be sent in timed intervals.

To protect nodes from receiving too many messages, the following message pacing
parameters can be configured:

*  msg-pacing — message pacing can be enabled or disabled

e max-burst — maximum burst defines the number of RSV P-TE messages that can be
sent in the specified period of time

e period — period defines the interval of time used in conjunction with the max-burst
parameter to send message pacing RSV P-TE messages

Message pacing needs to be enabled on all the nodes in a network to ensure the efficient
operation of tier-1 nodes. Message pacing affects the number of RSV P-TE messages that a
particular node can generate, not the number of messages it can receive. Thus, each node
must be paced at arate that allows the most loaded MPL S nodes to keep up with the number
of messages they receive.

Note: Typically, a tier-1 node is an aggregator of tier-2 node transmissions, which is an
=»| aggregator of tier-3 node transmissions. Tier-1 nodes are often installed at an MTSO, while
tier-3 nodes are often installed at cell sites.
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RSVP-TE Overhead Refresh Reduction

RFC 2961, RSVP Refresh Overhead Reduction Extensions, defines enhancements to the
RSVP-TE signaling protocol that reduce refresh overhead, which arein addition to the
message pacing function.

These extensions are;

e RSVP-TE message bundling — RSV P-TE message bundling reduces the total
number of RSV P-TE messages by aggregating the status information of multiple
LSPsinto asingle RSVP-TE PDU. The 7705 SAR supports the receipt and
processing of bundled RSV P-TE messages but not the transmission of bundled
messages as specified in RFC 2961, section 3.3.

» reliable message delivery — reliable message delivery extends RSV P-TE to support
MESSAGE_ACK. Each RSVP-TE PDU has a unique message-id for sequence
tracking purposes. When an RSV P-TE message arrives, the recipient acknowledges
the reception of the specific message-id (thisissimilar to TCP ACK messages). Lost
PDUs can be detected and re-sent with this method, which helps reduce the refresh
rate because there are two endpoints tracking the received/lost messages.

e summary refresh — the summary refresh capability uses asingle message-id list to
replace many individual refresh messages and sends negative ACKs (NACKSs) for
any message-id that cannot be matched (verified). The summary refresh capability
reduces the number of message exchanges and message processing between peers. It
does not reduce the amount of soft state stored in the node. The term soft state refers
to the control state in hosts and routers that will expire if not refreshed within a
specified amount of time (see RFC 2205 for information on soft state).

These capabilities can be enabled on a per-RSVP-TE interface basis and are referred to
collectively as “refresh overhead reduction extensions’. Whenr ef r esh-r educt i on is
enabled on a 7705 SAR RSVP-TE interface, the node indicates this to its peer by setting a
refresh-reduction-capable bit in the flags field of the common RSV P-TE header. If both
peers of an RSVP-TE interface set this bit, all three of the capabilities listed above can be
used. The node monitors the setting of thisbit in received RSV P-TE messages from the peer
onthe interface. If the bit is cleared, the node stops sending summary refresh messages. If a
peer did not set the refresh-reduction-capable bit, a 7705 SAR node does not attempt to send
summary refresh messages.

Also, reliable delivery of RSV P-TE messages over the RSV P-TE interface can be enabled
using ther el i abl e-del i very option.
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RSVP-TE Reservation Styles
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L SPs can be signaled with explicit reservation stylesfor the reservation of resources, such as
bandwidth. A reservation style describes a set of attributes for a reservation, including the
sharing attributes and sender selection attributes. The style information is part of the LSP
configuration. The 7705 SAR OS supports two reservation styles:

fixed filter (FF) — the fixed filter (FF) reservation style specifies an explicit list of
senders and a distinct reservation for each of them. Each sender has a dedicated
reservation that is not shared with other senders. Each sender isidentified by an IP
address and alocal identification number, the LSP ID. Because each sender hasits
own reservation, a unique label and a separate L SP can be constructed for each
sender-receiver pair. For traditional RSV P applications, the FF reservation styleis
ideal for avideo distribution application in which each channel (or source) requires
a separate pipe for each of the individual video streams.

shared explicit (SE) — the shared explicit (SE) reservation style creates asingle
reservation over alink that is shared by an explicit list of senders. Because each
sender is explicitly listed in the RESV message, different labels can be assigned to
different sender-receiver pairs, thereby creating separate L SPs.

If the FRR option is enabled for the LSP and the facility FRR method is selected at the head-
end node, only the SE reservation style is alowed. Furthermore, if a 7705 SAR PLR node
receives a PATH message with fast reroute requested with facility method and the FF
reservation style, it will rgject the reservation. The one-to-one backup method supports both
FF and SE styles.
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LSP Redundancy

Each primary L SP can be protected by up to two secondary L SPs. When the LER detects a
primary LSP failure, it signals its secondary L SPs, if any have been configured, and
automatically switchesto thefirst onethat isavailable. L SP redundancy supports shared risk
link groups (SRLG). See Shared Risk Link Groups for more information on SRLG.

L SP redundancy differs from the Fast Reroute (FRR) feature in that L SP redundancy is
controlled by the LER that initiated the L SP, whereas FRR uses the node that detects the
failure to take recovery action. This means that L SP redundancy takes longer to reroute
traffic than FRR because failure messages need to traverse multiple hops to reach the LER
and activate L SP redundancy, whereas an FRR-configured node responds immediately to
bypass the failed node or link. See Fast Reroute (FRR) for more information on FRR.

The following parameters can be configured for primary and secondary L SPs:

e bandwidth — the amount of bandwidth needed for the secondary L SP can be
reserved and can be any value; it does not need to be identical to the value reserved
by the primary L SP. Bandwidth reservation can be set to 0, which is equivalent to
reserving no bandwidth.

e inclusion and exclusion of nodes— by including or excluding certain nodes, you
can ensure that the primary and secondary L SPs do not traverse the same nodes and
therefore ensure successful recovery. Each secondary L SP can have its own list of
included and excluded nodes.

*  hop limit — the hop limit is the maximum number of L SR nodes that a secondary
L SP can traverse, including the ingress and egress LER nodes

« standby (secondary L SPs only) — when a secondary LSP is configured for standby
mode, it issignaled immediately and is ready to take over traffic the moment the
LER learns of aprimary LSP failure. This modeis aso called hot-standby mode.

When a secondary L SP is not in standby maode, then it is only signaled when the
primary LSP fails. If there is more than one secondary LSP, they are all signaled at
the same time (upon detection of a primary L SP failure) and the first one to come up
is used.
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Fast Reroute (FRR)
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FRR is a mechanism to protect against RSVP-TE signaled L SP failures by reacting to these
failures as soon as possible. FRR is set up from the ILER, which signalsthe transit routersto
pre-compute their backup L SPs. FRR creates a pre-computed backup L SP from each nodein
the LSP path. If alink or L SP between two routersfails, traffic is rerouted immediately onto
the pre-computed backup L SP.

Note: In order for FRR to work, CSPF must be enabled.

The 7705 SAR supports FRR facility backup and one-to-one backup.

Facility backup mode alows FRR to be enabled on an aggregate basis and protects a whole
node or awhole link, regardless of the number of LSPs using that link. In other words,
facility backup mode creates a common bypass tunnel to protect all L SP-pathstraversing a
common facility path. It provides flexibility, faster provisioning, and faster convergence
times compared with one-to-one backup or L SP redundancy. One-to-one backup allows
FRR to be enabled on a per-LSP basis.

With both methods, MPL S switches build many possible detour routes on the nodes between
the ingress and egress nodes of an LSP. The facility backup method creates a detour route
between two nodes, called a bypass tunnel, which isasingle tunnel that follows the primary
L SP path except where the link or node has failed. Traffic then switches to the bypass
tunnel. The bypass tunnel mergeswith the original L SP path at the merge point (MP) as soon
as possible. The one-to-one backup method creates a detour route, called a detour LSP, for
each L SP that needs to be rerouted. Unlike the bypass tunnel, the detour L SP takes the best
path to the termination point, and does not merge with the original L SP as soon as possible.
The detour LSPs of a one-to-one backup L SP can merge at a detour merge point (DMP),
which can either be at the termination point or at a point along the primary L SP.

One of the major differences between facility and one-to-one backup is the scalability
offered by the protection method. In facility backup mode, all L SPs of the same type are
rerouted over the bypass tunnel. Hence, they are all protected against the failure of anode or
link in the network. In facility backup mode, each LSR aong the path verifiesthat it hasa
bypass tunnel available to meet its requirements; otherwise, if it can, it signals anew bypass
tunnel based on the requirements. If anew LSPis configured for FRR facility backup, the
existing backup tunnels are scanned and if any one of them can be used for recovery, itis
preferred. If there are no common links, then anew bypass tunnel will be signaled, assuming
that the L SP requirements can be met. One-to-one backup mode uses similar reroute and
protection methods except a detour route is applied on a per-LSP basis.

The 7705 SAR uses CSPF to calculate the explicit route and dynamically signal the FRR
LSP.
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With facility backup mode, routers check the contents of the Record Route Object (RRO) in
the received RESV message to determine the bypass tunnel endpoint in the FRR facility. For
link protection, the router uses the RRO to check the IP address of the next-hop router
attached to the far end of the link along with the label allocation information and to build the
bypass tunnel. Thislabel is preserved until the LSP is merged at the MP. For node
protection, the router uses the RRO to determine the next-next-hop router and the label it is
expecting. The collection of RRO information is enabled through ther ecor d and r ecor d-
| abel options.

If, after this process, another L SP requests FRR using the facility backup method, then the
router checks and compares its session object to the existing session object(s) and if thereis
amatch, the router binds that L SP to the same bypass tunnel. If there is no match, another
bypassis created.

FRR Terminology

Table 6 provides definitions of terms used for FRR.

Table 6: FRR Terminology

Term Definition

Backup path The LSP that isresponsible for backing up a protected LSP. A
backup path can be abackup tunnel (facility backup) or adetour
L SP (one-to-one backup).

Backup tunnel The LSP that is used to back up one of the many LSPsin FRR
facility (many-to-one) backup

Bypass tunnel An LSPthat is used to protect a set of L SPs passing over a
common facility in FRR facility backup. A bypasstunnel can be
configured manually or dynamically (see Dynamic and Manual

Bypass L SPs).
CSPF Constraint-based shortest path first
Detour route Any aternate route that protects the primary path, such asa

secondary path, FRR bypass tunnel, or FRR detour LSP. Note
that the term “detour route” should not be confused with the
term “detour LSP”. Detour route is ageneral term that refers to
any alternate route, while detour LSP is a specific term that
applies to one-to-one backup.
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Table 6: FRR Terminology (Continued)

Term Definition

Detour LSP The LSP that is used to reroute traffic around afailurein FRR
one-to-one backup. Note that the term “detour LSP” should not
be confused with the term “ detour route”. Detour route is a
general term that refers to any alternate route, while detour L SP
is aspecific term that applies to one-to-one backup.

DMP Detour merge point

In the case of one-to-one backup, thisis an LSR where multiple
detours converge. Only one detour is signaled beyond that L SR.

Digoint See SRLG digjoint

Facility backup A local repair method in which asingle bypasstunnel isused to
protect one or more L SPs that traverse the PLR, the resource
being protected, and the Merge Point (in that order). Facility
backup is distinct from a one-to-one backup tunnel, which has
one backup path per protected path.

MP Merge point
The L SR where one or more backup tunnels rejoin the path of

the protected L SP downstream of the potential failure. The
same L SR may be both an MP and a PLR simultaneously.

NHOP bypass tunnel Next-hop bypass tunnel
A backup tunnel that bypasses asingle link of the protected L SP

NNHOP bypasstunnel | Next-next-hop bypass tunnel

A backup tunnel that bypasses a single node of the protected
LSP

One-to-one backup A local repair method in which abackup LSP is separately
created for each protected LSPat aPLR

PLR Point of local repair

The head-end router of a backup tunnel or adetour L SP, where
the term local repair refers to techniques used to repair an LSP
tunnel quickly when anode or link along an L SP path fails

Primary path An LSP that uses the routers specified by the path defined by
thepri mary pat h- nane command

Protected LSP An LSPisprotected at agiven hop if it has one or more
associated backup tunnels originating at that hop
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Table 6: FRR Terminology (Continued)

Term Definition

Reroutable LSP Any LSP for which the head-end router requests local
protection

Secondary path An LSP that protects a primary path that uses L SP redundancy

protection rather than FRR protection

SRLG disjoint A path is considered to be SRLG digoint from agiven link or
node if the path does not use any links or nodes that belong to
the same SRL G as the given link or node

FRR Behavior

The FRR MPLS facility backup method and one-to-one backup method are configured on
theingress LER (ILER) by using thef ast - r er out e command.

The behavior of an LSP at an ILER with both FRR and a standby L SP path configured is as
follows.

*  When adownstream detour route (alternative path) becomes active at a Point of
Local Repair (PLR):
The ILER switchesto the standby L SP path as soon asit is notified of the reroute. If
the primary L SP path is subsequently repaired at the PLR, the L SP switches back to
the primary path. If the standby path goes down, the LSP is switched back to the
primary path, even though the primary path is still on the detour route at the PLR.

e |f the primary path goes down at the ILER while the LSP is on the standby path, the
detour route at the ILER is torn down and, for one-to-one backup detour routes, a
“path tear” is sent for the detour route. In other words, the detour route at the ILER
does not protect the standby L SP. If and when the primary LSP is again successfully
resignaled, the ILER detour route will be restarted.

*  When theprimary LSP fails at the ILER:

The LSP switches to the detour route. If the primary path undergoes a global
revertive recovery, the L SP switches back to the primary path. If the LSPis on the
detour route and the detour route fails, the LSP is switched to the standby path.

» Administrative groups are not taken into account when creating the detour routes for
LSPs.
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Dynamic and Manual Bypass LSPs

Users can disable dynamic bypass creation on a per-node basis using the
conf i g>r out er >npl s>dynani c- bypass command. Disabling dynamic bypass means
that manual bypassis enabled. Dynamic bypassis enabled by default.

Dynamic bypass tunnels are implemented as per RFC 4090, Fast Reroute Extensions to
RSVP-TE for LSP Tunnels. When an LSP is signaled and the Local Protection flag in the
Session_attribute object is set, or the FRR object in the PATH message indicates that facility
backup isdesired, the PL R establishes a bypass tunnel to provide node and link protection. If
there exists a bypass L SP that merges with the protected L SP at a downstream node, and if
this L SP satisfies the constraints in the FRR object, then this bypass tunnel is selected and
used. Thef rr - obj ect command specifies whether facility backup is signaled in the FRR
object.

The manual bypass feature allows an LSP to be preconfigured from a Point of Local Repair
(PLR) that will be used exclusively for bypass protection. When a PATH message for a new
L SP requests bypass protection, the node first checks for a manual bypass tunnel that
satisfies the path constraints. If oneisfound, it is selected and used. If no manual bypass
tunnel isfound, the 7705 SAR dynamically signals a bypass L SP in the default behavior. To
configure amanual bypass L SP, use the bypass- onl y optioninthe confi g>r out er >
npl s>l sp | sp-nane [ bypass-only] command.

Refer to Configuring Manual Bypass Tunnels for configuration information.

Bypass LSP Selection Rules for the PLR

Figure 5 shows a sample network used to illustrate the L SP selection rules for a PLR bypass
scenario.

Figure 5: Bypass Tunnel Node Example

20123
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The PLR uses the following rules to select a bypass L SP from among multiple bypass L SPs
(manually and dynamically created) when establishing the primary L SP path or when
searching for abypass for a protected L SP that does not have an association with a bypass
tunnel.

1. The MPLS/RSVP-TE task in the PLR node checks for an existing manual bypass
tunnel that satisfies the constraints. If the PATH message for the primary L SP path
indicated that node protection is desired, which isthe default L SP FRR setting at the
head-end node, then the MPLS/RSVP-TE task searches for a node-protect bypass
LSP. If the PATH message for the primary LSP path indicated that link protectionis
desired, then it searches for alink-protect bypass L SP.

2. If multiple manual bypass L SPs satisfying the path constraints exist, the PLR will
prefer amanual bypass L SP terminating closer to the PLR over amanual bypass
L SP terminating further away. If multiple manual bypass L SPs satisfying the path
constraints terminate on the same downstream node, the PLR selects the one with
the lowest IGP path cogt, or if thereis atie, it picksthe first one available.

3. If none of the manual bypass L SPs satisfy the constraints and dynamic bypass
tunnels have not been disabled on the PLR node, then the MPLS/RSVP-TE task in
the PLR node checks to determine if any of the already established dynamic bypass
L SPs of the requested type satisfy the constraints.

4. If none of the dynamic bypass L SPs satisfy the constraints, then the MPLS/RSV P-
TE task will ask CSPF to check if anew dynamic bypass of the requested type,
node-protect or link-protect, can be established.

5. If the PATH message for the primary L SP path indicated node protection is desired,
and no manual bypass was found after Step 1, and/or no dynamic bypass L SP was
found after three attempts to perform Step 3, the MPLS/RSVP-TE task will repeat
Steps 1 to 3 looking for a suitable link-protect bypass LSP. If none are found, the
primary LSP will have no protection and the PLR node must clear the Local
Protection Available flag in the |Pv4 address sub-object of the RRO, starting in the
next RESV refresh message it sends upstream.

6. If the PATH message for the primary L SP path indicated link protection is desired,
and no manual bypass was found after Step 1, and/or no dynamic bypass L SP was
found after performing Step 3, the primary L SP will have no protection and the PLR
node must clear the Local Protection Availableflag in the IPv4 address sub-object of
the RRO, starting in the next RESV refresh message it sends upstream. The PLR
will not search for a node-protect bypass LSP in this case.

7. If the PLR node successfully makes an association, it must set the Local Protection
Available flag in the |Pv4 address sub-object of the RRO, starting in the next RESV
refresh message it sends upstream.

8. For al primary LSPs that requested FRR protection but are not currently associated
with a bypass tunnel, the PLR node—upon reception of an RESV refresh message
on the primary L SP path—repeats Steps 1 to 7.
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If the user disables dynamic bypass tunnels on a node while dynamic bypass tunnels are
activated and passing traffic, traffic losswill occur on the protected L SP. Furthermore, if no
manual bypass tunnel exists that satisfies the constraints of the protected LSP, the LSP will
remain without protection.

If the user configures a bypass tunnel on Node B (Figure 5) and dynamic bypass tunnels
have been disabled, L SPs that had been previously signaled and that were not associated
with any manual bypass tunnel (for example, none existed) will be associated with the
manual bypass tunnel, if it is suitable. The node checks for the availability of a suitable
bypass tunnel for each of the outstanding L SPs every time an RESV message isreceived for
these LSPs.

If the user configures a bypass tunnel on Node B and dynamic bypass tunnels have not been
disabled, L SPsthat had been previoudly signaled over dynamic bypass tunnels will not
automatically be switched to the manual bypasstunnel, even if the manual bypasstunnel isa
more optimized path. The user must perform a make-before-break switchover at the head
end of these L SPs. The make-before-break process is enabled using the adapt i ve option.

If the manual bypass tunnel goesinto the down state on Node B and dynamic bypasstunnels
have been disabled, Node B (PLR) will clear the“ protection available” flag inthe RRO I1Pv4
sub-object in the next RESV refresh message for each affected LSP. It will then try to
associate each of these L SPs with one of the manual bypass tunnelsthat are still up. If it
finds one, it will make the association and set the “protection available” flag in the next
RESV refresh message for each of these LSPs. If it cannot find one, it will keep checking for
one every time an RESV message is received for each of the remaining L SPs. When the
manual bypasstunnel isback up, the LSPsthat did not find a match are associated back with
thistunnel and the protection available flag is set starting in the next RESV refresh message.

If the manual bypass tunnel goes into the down state on Node B and dynamic bypass tunnels
have not been disabled, Node B will automatically signal a dynamic bypass tunnel to protect
the LSPsif a suitable one does not exist. Similarly, if an LSP is signaled while the manual
bypass tunnel isin the down state, the node will only signal a dynamic bypass tunnel if the
user has not disabled dynamic tunnels. When the manual bypass tunnel is back up, the node
will not switch the protected L SPs from the dynamic bypass tunnel to the manual bypass
tunnel.
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FRR Node Protection (Facility Backup)

The MPLS Fast Reroute (FRR) functionality enables PLRs to be aware of the lack of node
protection and lets them regularly probe for a node bypass viathe node- pr ot ect
command.

When enabled, the node- pr ot ect command provides node protection for the specified
L SP. If node protection cannot be provided, link protection is attempted. If link protection
cannot be provided, no protection is provided. When disabled viathe no form of the
command, link protection is attempted, and if link protection cannot be provided, no
protection is provided.

For example, assume the following for the LSP scenario in Figure 6.
1. LSP 1lisbetween PE_1and PE_2 (via Pl and P2), and has CSPF, FRR facility
backup, and FRR node protection enabled.
P1 protects P2 with bypass nodes P1 - P3 - P4 - PE_4 - PE_3.
If P4 fails, P1 tries to establish the bypass node three times.

When the bypass node creation fails (there is no bypass route), P1 will protect link
P1-P2.

P1 protects the link to P2 through P1 - P5 - P2.
P4 returns online.

Figure 6: FRR Node-Protection Example

Legend:

LSP_1
----- P1 protects P2
==== P1 protects the link to P2

20124
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LSP_1 had requested node protection, but due to lack of an available path it could only
obtain link protection. Therefore, every 60 s, the PLR for LSP_1 will search for anew path
that might be able to provide node protection. Once P4 is back online and such apath is
available, anew bypass tunnel will be signaled and LSP_1 will be associated with this new

bypass tunnel.
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Shared Risk Link Groups

A shared risk link group (SRLG) represents a set of interfaces (or links) that share the same
risk of failing because they may be subjected to the same resource failures or defects. Two
examples where the same risk of failure exists are fiber links that share the same conduit,
and multiple wavelengths that share the same fiber.

SRL Gs are supported by both L SP redundancy protection and FRR protection. SRLGs alow
the user to prepare adetour route that is digjoint from the primary L SP path. See Digjoint and
Non-digoint Paths.

The SRLG feature ensures that a primary and secondary L SP path, or a bypass tunnel or
detour LSP path, do not share SRLGs. That is, they do not share the same sets of links that
are considered to have asimilar (or identical) chance of failure.

To use SRLGs, the user first creates an SRLG by assigning one or more routers to the
SRLG. Then, the user links the SRLG to an MPL S interface and enables the SRL G feature
on the LSP path. Note that SRLGs cannot be assigned to the system interface.

SRLGs for Secondary LSP Paths

SRLGs for secondary L SP paths apply when L SP redundancy protection is used.

When setting up the secondary path, enablethesr | g option on the secondary path to ensure
that CSPF includes the SRLG constraint in its route calculation. To make an accurate
computation, CSPF requires that the primary L SP be established and in the up state (because
the head-end LER needs the most current explicit route object (ERO) for the primary path,
and the most current ERO is built during primary path CSPF computation). The ERO
includesthe list of SRLGs.

At the establishment of a secondary path with the SRLG constraint, the MPLS/RSVP-TE
task queries CSPF again, which provides the list of SRLGs to be avoided. CSPF prunes all
links having interfaces that belong to the same SRL Gs as the interfaces included in the ERO
of the primary path. If CSPF finds an eligible path, the secondary path is set up. If CSPF
does not find an eligible path, MPLS/RSV P-TE keeps retrying the requests to CSPF.
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SRLGs for FRR LSP Paths

When setting up the FRR bypass or detour LSP, enablethe sr | g-f rr option on FRR to
ensure that CSPF includes the SRLG constraint in its route cal culation. CSPF prunes all
links that are in the SRL G being used by the primary L SP during the calculation of the FRR
path. If one or more paths are found, CSPF sets up the FRR bypass or detour L SP based on
the best cost and signals the FRR L SP.

If thereis no path found based on the above calculation and thesr | g- f r r command hasthe
strict option set, then the FRR LSP is not set up and the MPLS/RSVP-TE task keeps
trying to set up apath. If thest ri ct option is not set, then the FRR LSP is set up based on
the other TE constraints (that is, excluding the SRLG constraint).

Disjoint and Non-disjoint Paths
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A pathis considered to be SRLG disjoint from agiven link (or node) if the path does not use
any links (or nodes) that belong to the same SRLG as the given link (or node). Eligible
digoint paths are found by CSPF when the SRLG constraint isincluded in the CSPF route
calculation (referred to as the strict SRLG condition).

When L SP redundancy is used, the secondary L SP is always signaled with a strict SRLG
condition.

When FRR is used, the FRR bypass or detour L SP may have a strict or non-strict SRLG
condition. If thest ri ct optionisused withthesr1 g- f rr command, then the bypass L SP
must be on the list of éigible paths found by the CSPF calculation that included the SRLG
constraint. If thest ri ct optionisnot used, thenit is possible for the bypass or detour L SP
to be non-disjoint. The non-digoint case is supported only if the SRLG is not strict.

Atthe PLR, if an FRR tunnel is needed to protect a primary L SP, the priority order for
selecting that FRR tunnel is as follows:

Manual bypass disjoint

Manual bypass non-disjoint (eligible only if srl g- f r r isnon-strict)
Dynamic bypass disjoint

EalE R A A

Dynamic bypass non-digoint (eligible only if sr 1 g- f rr isnon-strict)

A bypass or adetour L SP path is not guaranteed to be SRLG digjoint from the primary path.
Thisis because only the SRLG constraint of the outgoing interface at the PLR that the
primary path is using is considered in the CSPF calculation.
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Enabling Disjoint Backup Paths

A typical application of the SRLG feature isto provide automatic setup of secondary L SPs
or FRR bypass or detour LSPs, in order to minimize the probability that they share the same
failure risks with the primary L SP path (see Figure 7 and Figure 8).

Figure 7 illustrates SRLG when L SP redundancy is used, where SRLG 1 contains the

interfaces that define links A-B, B-C, and C-D. The primary path uses these links to connect
node A to node D. In the event of afailure along the primary path, the secondary path cannot
use any of thelinksin SRLG_1 and takesthe path from node A to nodesE, F, G, H, J, and D.

Figure 8 illustrates SRLG when FRR bypassis used, where SRLG_1isthesame asin
Figure 7. Since FRR bypass is used, the following possible reroutes may occur, depending
on where the failure occurs:

e if nodeB fails, the bypassisfrom node A to nodesE, F, G H, and C
e if node Cfails, the bypassisfrom node B to nodes F, G, H, J, and D
e if link C-D fails, the bypassis from node C to nodes H, J, and D

The SRLG featureis supported on OSPF and 1S-1S interfaces for which RSVP-TE is
enabled.

The following steps describe how to enable SRLG digjoint backup paths for LSP
redundancy and FRR.

LSP Redundancy for Primary/Secondary (standby) SRLG Disjoint
Configuration

¢ Create an SRLG-group (similar to creating an admin group).
e Link the SRLG-group to MPLS interfaces.

e Configure primary and secondary L SP paths, and enable SRLG on the secondary
L SP path. Note that the SRLG secondary L SP path(s) will always perform a strict
CSPF query.

The setting of thesr | g- f rr command isirrelevant in this case (see the srlg-frr
command).

FRR Bypass Tunnel or Detour LSP SRLG Disjoint Configuration

¢ Create an SRLG-group (similar to creating an admin group).
e Link the SRLG-group to MPLS interfaces.

* Enablethestrict optiononthesrl g-frr command, which isasystem-wide
command that forces the CSPF calculation for every L SP path to take any
configured SRLG membership(s) into account.
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e Configure primary FRR (facility backup or one-to-one backup) L SP path(s). Note
that each PLR will create a bypass or detour L SP that will only avoid the SRLG
membership(s) configured on the primary L SP path egress interface. For one-to-one
backup, detour-detour merging is out of the control of the PLR. The PLR will not
ensure that the FRR detour will be prohibited from merging with a colliding detour
L SP. For facility backup, given that there are several bypass types to bind to, the
priority rules shown in Digjoint and Non-disjoint Paths are used.

Manually configured bypasses that do not use CSPF are not considered as possible backup
paths.

Figure 7: Disjoint Primary and Secondary LSPs
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Legend:
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Figure 8: Disjoint FRR Bypass LSPs
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RSVP-TE Graceful Shutdown

RSV P-TE graceful shutdown provides a method to reroute transit LSPs in a bulk fashion
away from anode prior to maintenance of that node. A PathErr message with the error code
“Loca Maintenance on TE Link required Flag” (if the affected network element isalink) or
the error code “Local node maintenance required” (if the affected network element is the
node) is sent before the links or node are taken out of service.

When an LER receives the message, it performs a make-before-break on the L SP path to
move the L SPs away from the links/nodes whose | P addresses are indicated in the PathErr
message and reroute them. Affected link/node resources are flagged in the TE database so
that other routers will signal L SPs using the affected resources only as alast resort.

Graceful shutdown can be enabled on a per-interface basis or on all interfaces on the node if
the whole node must be taken out of service.
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MPLS Service Usage

Alcatel-L ucent routers enable service providers to deliver virtual private networks (VPNs)
and Internet access using Generic Routing Encapsulation (GRE), 1P, and/or MPL S tunnels,
with Ethernet and/or SONET/SDH interfaces.

Service Destination Points

A service destination point (SDP) acts as alogical way of directing traffic from one
7705 SAR router to another through a unidirectional (one-way) service tunnel. The SDP
terminates at the far-end 7705 SAR router, which directs packets to the correct service
egress service access point (SAP) on that device. All services mapped to an SDP use the
GRE, IP, or MPL S transport encapsulation type.

For information about service transport tunnels, refer to the 7705 SAR OS Services Guide.
Service transport tunnels can support up to eight forwarding classes and can be used by

multiple services. Multiple L SPs with the same destination can be used to load balance
traffic.
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MPLS and RSVP-TE Configuration Process
Overview

Figure 9 displays the process to configure MPLS and RSV P-TE parameters.

Figure 9: MPLS and RSVP-TE Configuration and Implementation Flow
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Configuration Notes

Network and system interfaces must be configured in the conf i g>r out er >i nt er f ace
context before they can be specified in MPLS. Refer to the 7705 SAR OS Router
Configuration Guide for interface configuration information.

This section describes MPLS and RSV P-TE caveats.

» Interfaces must already be configured inthe conf i g>r out er >i nt er f ace context
before they can be specified in MPLS and RSVP.

e A router interface must be specified in the conf i g>r out er >npl s context in order
to apply it or modify parametersin the conf i g>r out er >r svp context.

* A systeminterface must be configured and specified intheconf i g>r out er >npl s
context.

e Paths must be created before they can be applied to an LSP.
e CSPF must be enabled in order for administrative groups and SRLGsto be relevant.

Reference Sources

For information on supported | ETF drafts and standards, as well as standard and proprietary
MIBs, refer to Standards and Protocol Support.
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Configuring MPLS and RSVP-TE with CLI

This section provides information to configure MPLS and RSVP-TE using the CL1I.

Topicsin this section include:

MPLS Configuration Overview on page 76

Basic MPLS Configuration on page 79

Common Configuration Tasks on page 80

MPL S Configuration Management Tasks on page 90
RSV P-TE Configuration Management Tasks on page 94
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MPLS Configuration Overview

MPLS enables routers to forward traffic based on alabel embedded in the packet header. A
router examines the label to determine the next hop for the packet, instead of router address
lookups to the next node when forwarding packets.

To implement MPLS on an LSP for outer tunnel and pseudowire assignment, the following
entities must be configured:

* Router Interface
- E-LSPfor Differentiated Services

e Paths
e LSPs
¢ Pseudowires

e Signaling Protocol (for RSVP-TE or LDP)

Router Interface

At least one router interface and one system interface must be defined in the
confi g>rout er>i nt erface context in order to configure MPLS on an interface.

E-LSP for Differentiated Services

Paths
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An EXP-inferred LSP (E-LSP) isan L SP that can support avariety of VLLsor traffic types.
Up to eight types of traffic can be multiplexed over an E-LSP.

The prioritization of mission-critical traffic is handled by the settings of the three EXP hits.
The EXP bits designate the importance of a particular packet. The classification and queuing
at the Provider (P) or Provider Edge (PE) nodes typically take place based on the value of
the EXP hits. Refer to the 7705 SAR OS Quality of Service Guide for more information on
the use of EXP bits and differentiated services on the 7705 SAR.

To configure signaled L SPs, you must first create one or more named paths on the ingress
router using the conf i g>r out er >npl s>pat h command. For each path, the transit
routers (hops) in the path are specified.
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LSPs
The 7705 SAR supports static and dynamic L SPs.

To configure MPLS-signaled (dynamic) L SPs, the L SP must run from an ingress LER to an
egress LER. Configure the dynamic LSP only at the ingress router, and either configure the
L SPto allow the router software to make the forwarding decisions or configure some or all
routersin the LSP path statically. The LSPis set up by RSV P-TE signaling messages. The
7705 SAR OS automatically manages label values. Labels that are automatically assigned
have values ranging from 1,024 through 1 048 575 (see Label Vaues).

A static LSPisamanually configured L SP where the next hop | P address and the outgoing
label are explicitly specified.

To establish astatic L SP, an L SP must be configured from aningress LER to an egressLER.
Labels must be manually assigned and the label values must be within the range of 32 to
1023 (see Label Values).

Pseudowires

To configure PW/VLL labels, the PW/VLL service must be configured. PW/VLL labels can
be configured manually as statically allocated |abels using any unused label within the static
label range. Pseudowire/VLL labels can aso be dynamically assigned by targeted LDP.
Statically allocated labels and dynamically allocated labels are designated differently in the
label information base.

PW/VLL labels are uniquely identified against a 7705 SAR, not against an interface or
module.

As defined in RFC 3036, LDP Specification, and RFC 4447 Pseudowire Setup and
Maintenance Using the Label Distribution Protocol (LDP), label distribution is handled in
the Downstream Unsolicited (DU) mode. Generic Label TLV isused for al setup and

mai ntenance operations.
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Signaling Protocol
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For static L SPs, the path and the label mappings and actions configured at each hop must be
specified manually. RSVP-TE or LDP is not required for static L SPs.

For dynamic LSPs, RSVP-TE or LDP must be turned on. See RSVP and RSVP-TE or Label
Distribution Protocol.

To implement dynamic pseudowire/VLL labels, entities must be enabled as follows:

«  MPLS must be enabled on all routers that are part of a static LSP
e LDP must be enabled on the ingress and egress LERs

When MPLS is enabled and either RSVP-TE or LDP isa so enabled, MPLS uses RSVP-TE
or LDPto set up the configured L SPs. For example, when you configure an L SP with both
MPLS and RSV P-TE running, RSVP-TE initiates a session to create the LSP. RSVP-TE
uses the local router as the RSV P-TE session sender and the L SP destination as the RSV P-
TE session receiver. Once the RSVP-TE session is created, the LSP is set up on the path
created by the session. If the session is not successfully created, RSVP-TE notifies MPLS;
MPLS can then either initiate backup paths or retry the initial path.

7705 SAR OS MPLS Guide



Basic MPLS Configuration

MPLS and RSVP-TE

This section provides information to configure MPL S and gives configuration examples of
common configuration tasks. To enable MPLS on a 7705 SAR router, you must configure at
least one MPLSinterface. The MPLS interfaceis configured intheconf i g>r out er >npl s

context. The other MPLS configuration parameters are optional .

The following example displays an MPL S configuration output.

A: ALU- 1>confi g>rout er>npl s# info
admi n-group "green" 15
adm n-group "yel |l ow' 20
adm n-group "red" 25
interface "systent
exit
interface "StaticlLabel Pop"
admi n-group "green"
| abel -map 50
pop
no shut down
exit
exit
interface "StaticLabel Pop"
| abel -map 35

swap 36 nexthop 10.10.10.91

no shut down

exit

exit

path "to- NYC'
hop 1 10.10.10.104 strict
no shut down

exit

path "secondary- path"
no shut down

exit

I sp "l sp-to-eastcoast”
to 10.10.10.104
from 10. 10. 10. 103
fast-reroute one-to-one
exit
primary "to-NYC
exit
secondary "secondary-path"
exit
no shut down

exit

static-lsp "StaticlLabel Push”
to 10.10.11.105
push 60 nexthop 10.10.11. 105
no shut down

exit

no shut down

A: ALU- 1>confi g>r out er >npl s#
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Common Configuration Tasks

This section provides a brief overview of the tasks to configure MPL S and providesthe CLI
commands.

The following protocols must be enabled on each participating router:

* MPLS
*  RSVP-TE (for RSVP-TE-signaled MPLS only)
« LDP

In order for MPLS to run, you must configure at least one MPLS interface in the
confi g>rout er >npl s context.

« Aninterface must be created in the conf i g>r out er >i nt er f ace context
before it can be applied to MPLS.

« Intheconfi g>rout er >npl s context, configure the path parameters. A path
specifies some or al hops from ingress to egress. A path can be used by multiple
L SPs.

e When an LSPis created, the egress router must be specified in the to command and
at least one primary or secondary path must be specified. All other settings under the
L SP hierarchy are optional.

Configuring MPLS Components
Usethe MPLS and RSV P-TE CLI syntax shown in the following information for:

e Configuring Global MPL S Parameters

» Configuring an MPLS Interface

e Configuring MPLS Paths

e Configuringan MPLS LSP

e Configuring a Static LSP

e Configuring Manual Bypass Tunnels

e Configuring RSVP-TE Parameters

» Configuring RSVP-TE Message Pacing Parameters
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Configuring Global MPLS Parameters

Admin groups can signify link colors, such asred, yellow, or green, or some other link
quality. Shared risk link groups (SRLGSs) are lists of interfaces that share the same risk of
failure due to shared resources. MPL S interfaces advertise the admin groups and SRL Gs that
they support. CSPF uses the information when paths are computed for constraint-based

L SPs. CSPF must be enabled in order for admin groups and SRLGs to be relevant.

To configure global MPLS parameters, enter the following commands.

CLI Syntax: confi g>router>npls
admi n-group group-name group-val ue
dynami c- bypass [enabl e | disable]
frr-object
hol d-ti ner seconds
resignal -tiner mnutes
srlg-frr [strict]
srl g-group group-name val ue group-val ue

Example: config>router# npls
confi g>rout er>npl s# adm n-group “green” 15
confi g>router>npl s# adm n-group “red” 25
confi g>router>npl s# adm n-group “yel l ow’ 20
confi g>rout er>npl s# frr-object
confi g>router>npl s# hold-timer 3
confi g>router>npl s# resignal -ti ner 500
config>router>npls# srlg-frr strict
confi g>router>npls# srlg-group “SRLG fiber_1" val ue 50

The following example displays a global MPLS configuration output.

A: ALU- 1>confi g>rout er>npl s# info
admi n-group "green" 15
adm n-group "red" 25
adm n-group "yel l ow' 20
frr-object
hol d-tiner 3
resignal -timer 500
srlg-frr strict
srlg-group "SRLG fiber_1" 50

A: ALU- 1>confi g>rout er>npl s# info
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Configuring an MPLS Interface

The interface must exist in the system before it can be configured as an MPL S interface;
refer to the 7705 SAR OS Router Configuration Guide for more information.

Once the MPLS protocol instanceis created, theno shut down command is not required
since MPL S is administratively enabled upon creation. Configure the |l abel - map
parametersif the interfaceis used in a static L SP.

Use the following CLI syntax to configure an MPLS interface on arouter:

CLI Syntax: confi g>router>npls
i nterface ip-int-name
adm n- group group-nane [group-name...(up to 32 max)]
| abel - map i n-1 abel
pop
swap out -l abel next-hop ip-address
no shut down
srl g-group group-nanme [group-name...(up to 5 max)]
te-metric val ue
no shut down

Example: config>router# npls
config>router>npls# interface to-104
confi g>router>npl s> f# | abel -map 35
confi g>rout er >npl s>i f >l abel - map# swap 36 next - hop

10.10.10.91

confi g>rout er >npl s>i f >l abel - map# no shut down
confi g>rout er >npl s>i f >l abel - map# exit
config>router>npls>if# srlg-group “SRLG fiber_1"
confi g>router>npl s> f# no shutdown
confi g>router>npl s# exit

The following example displays the interface configuration output.

A: ALU- 1>confi g>rout er>npl s# info
interface "to-104"
adm n-group "green"
adm n-group "red"
admi n-group "yel | ow'
| abel -map 35
swap 36 nexthop 10.10.10.91
no shut down
srlg-group "SRLG fiber_1"
exit
exit
no shut down

A: ALU- 1>confi g>r out er >npl s#
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Configuring MPLS Paths

Configure an MPLS path for use by L SPs. When configuring an MPLS path, the | P address
of each hop that the L SP should traverse on its way to the egress router must be specified.
The intermediate hops must be configured as either st ri ct or | oose, meaning that the

L SP must take either adirect path from the previous hop router to this router (strict) or can
traverse other routers (loose).

Usethe following CLI syntax to configure a path:

CLI Syntax: confi g>router>npls
pat h pat h- nane
hop hop-index ip-address {strict|!| oose}
no shut down

The following example displays a path configuration output.

A: ALU- 1>confi g>rout er>npl s# info

interface "systent

exit

path "to- NYC'
hop 1 10.10.10.103 strict
hop 2 10.10.0.210 strict
hop 3 10.10.0. 215 | oose

exit

path "secondary- path"
hop 1 10.10.0.121 strict
hop 2 10.10.0. 145 strict
hop 3 10.10.0.1 strict
no shut down

A: ALU- 1>confi g>r out er >npl s#
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Configuring an MPLS LSP

Configure an LSP for MPLS. When configuring an L SP, you must specify the | P address of
the egressrouter inthet o statement. Specify the primary path to be used. Secondary paths
can be explicitly configured or signaled upon the failure of the primary path. All other
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statements are optional.

The following displays an MPLS LSP configuration.

A: ALU- 1>confi g>rout er>npl p# info

Isp "l sp-to-eastcoast”
to 192.168.200. 41
rsvp-resv-style ff
cspf
include "red"
excl ude "green"
adspec
fast-reroute one-to-one
exit
primary "to-NYC'
hop-limt 10
exit
secondary "secondary- path"
bandwi dt h 50000
exit
no shut down
exit
no shut down

A: ALU- 1>confi g>r out er >npl s#
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Configuring a Static LSP

An LSP can be explicitly (manually) configured. The reserved range of static LSP labelsis
32 t0 1023. Static L SPs are configured on every node along the L SP path. The label’s
forwarding information includes the address of the next hop router.

Use the following CLI syntax to configure a static L SP:

CLI Syntax: confi g>router>npls
static-Isp | sp-nane
to ip-address
push | abel nexthop i p-address
no shut down

Example: config>router# npls
config>router>npl s# static-lsp static-LSP
config>router>npls>static-lsp$ to 10.10.10. 124
config>router>npl s>static-Isp# push 60 nexthop 10.10.42.3
config>router>npl s>static-Isp# no shutdown
config>router>npls>static-Isp# exit

The following example displays the static L SP configuration output.

ALU- 1>confi g>rout er>npl s# info

static-lsp "static-LSP"
to 10.10.10.124
push 60 nexthop 10.10.42.3
no shut down

Configuring a Fast-Retry Timer for Static LSPs

A fast-retry timer can be configured for static L SPs. When a static LSP istrying to come up,
MPLS triesto resolve the ARP entry for the next hop of the LSP. This request may fail
because the next hop might still be down or unavailable. In that case, MPLS starts aretry
timer before making the next request. The fast-retry command allows the user to configure
the retry timer so that the L SP comes up shortly after the next hop is available.

Use the following CLI syntax to configure afast-retry timer for static L SPs:

CLI Syntax: confi g>router>npls
static-Isp-fast-retry seconds

Example: config>router# npls
confi g>router>npl s# static-lsp-fast-retry 15
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Configuring Manual Bypass Tunnels
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Consider the following network setup in Figure 10. Assume that a manual bypass tunnel
must be configured on Node B.

Step 1.

Step 2.

Figure 10: Manual Bypass Tunnels

20123

Disable dynamic bypass tunnels on Node B.

The CLI syntax for this configuration is:

confi g>r out er >npl s>dynam c- bypass [di sabl e| enabl e]
By default, dynamic bypass tunnels are enabled.

Configurean LSP on Node B, such as B-E-F-C, which will be used only as abypass.
Specify each hop in the path and assignitsstri ct or| oose option; in this case,
the bypass L SP will have a strict path. Designate the LSP as a primary L SP.

The CLI syntax for this configuration is:

confi g>rout er >npl s>pat h pat h- nane>hop hop-i ndex i p-address
[strict | |oose]

confi g>router>npl s>l sp | sp-nane bypass-only

Including the bypass-only keyword disables some options under the LSP
configuration. See Table 7.
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Table 7: Disabled and Enabled Options for Bypass-Only

Disabled Options

Enabled Options

bandwidth
fast-reroute
secondary

adaptive
adspec
cspf
exclude
hop-limit
include
metric

The following example displays a bypass tunnel configuration output.

A: ALU- 48>confi g>rout er>mpl s># info

pat h " BEFC
hop 10 10.10.10.11
hop 20 10.10. 10.12
hop 30 10.10.10.13
no shut down

exit

| sp "bypass-BC' bypass-
to 10.10.10.15
prinmary "BEFC'
exit
no shut down

A ALU- 48#

Step 3.
selecting facility asthe FRR method.

The CLI syntax for this configuration

strict
strict
strict

only

Configure an LSP from A to D and indicate fast-reroute bypass protection by

is:

config>router>npl s>l sp | sp-name>fast-reroute facility

If the LSP from A to D goesthrough Node B and bypassis requested, the next hop is
Node C, and there is a manually configured bypass-only tunnel from B to C that
excludes link BC (that is, path BEFC), then Node B uses the bypass-only tunnel.
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Configuring RSVP-TE Parameters

RSVP-TE isused to set up LSPs. RSVP-TE must be enabled on the router interfaces that are
participating in signaled L SPs. The keep-multiplier and refresh-time default values can be
modified inthe conf i g>r out er >r svp context.

Initially, interfaces are configured in the conf i g>r out er >npl s>i nt er f ace context.
Only these existing (MPLS) interfaces are available to be modified in the
config>router>rsvp context. Interfaces cannot be directly added in the rsvp

context.
The following example displays an RSVP-TE configuration output.

A: ALU- 1>confi g>router>rsvp# info
interface "systent

no shut down

exit

interface to-104
hel I o-interval 4000
no shut down

exit

no shut down

A: ALU- 1>confi g>r out er >r svp#
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Configuring RSVP-TE Message Pacing Parameters

RSV P-TE message pacing maintains a count of the messages that were dropped because the
output queue for the egressinterface was full.

Usethe following CLI syntax to configure RSV P-TE message pacing parameters:

CLI Syntax: confi g>router>rsvp
no shut down
neg- paci ng
period mlli-seconds
max- bur st nunber

The following example displays an RSV P-TE message pacing configuration output.

A: ALU- 1>confi g>rout er>rsvp# info
keep-multiplier 5
refresh-tinme 60
msg- paci ng

period 400
max- bur st 400
exit
interface "systent
no shut down
exit
interface to-104
hel | o-i nterval 4000
no shut down
exit
no shut down

A: ALU- 1>confi g>r out er >r svp#
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MPLS Configuration Management Tasks

This section discusses the following MPL S configuration management tasks:

* Deleting MPLS

* Modifying MPLS Parameters

* Modifyingan MPLS LSP

* Modifying MPLS Path Parameters

e Modifying MPLS Static L SP Parameters
e Deéleting an MPLS Interface

Deleting MPLS

Theno form of the npl s command typically removes an MPL S instance and all associated
information. However, MPLS must be disabled (shut down) and all SDP bindingsto LSPs
removed before an MPL S instance can be deleted. Once MPLS is shut down, theno npl s
command del etes the protocol instance and removes all configuration parameters for the
MPLS instance.

If MPLS is not shut down first, when theno npl s command is executed, a warning
message on the console indicates that MPL S is still administratively up.

To delete the MPL S instance:

1. Disablethe MPLSinstance using the shut down command.
2. Remove the MPL S instance from the router using theno npl s command.

CLI Syntax: config>router# no npls

Modifying MPLS Parameters

Note: You must shut down MPLS entities in order to modify parameters. Re-enable (no
=»| shutdown) the entity for the change to take effect.
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Some MPLS L SP parameters (such as primary and secondary), must be shut down before

they can be edited or deleted from the configuration.

The following example displays an MPL S L SP configuration output. Refer to Configuring

an MPLS Interface.

A: ALU- 1>>confi g>rout er >npl s>l sp# info
shut down
to 10.10.10.104
from 10. 10. 10. 103
rsvp-resv-style ff
include "red"
excl ude "green"”
fast-reroute one-to-one

exit
primary "to-NYC
hop-limt 50
exit
secondary "secondary- path"
exit

A: ALU- 1>confi g>r out er >npl s#

Modifying MPLS Path Parameters

In order to modify path parameters, the conf i g>r out er >npl s>pat h context must be

shut down first.

The following example displays an MPLS path configuration output. Refer to Configuring

MPLS Paths.

A: ALU- 1>confi g>rout er>npl s# info

path "secondary- path"
hop 1 10.10.0.111 strict
hop 2 10.10.0.222 strict
hop 3 10.10.0.123 strict
no shut down

exit

path "to- NYC'
hop 1 10.10.10.104 strict
hop 2 10.10.0.210 strict
no shut down

A: ALU- 1>confi g>r out er >npl s#
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Modifying MPLS Static LSP Parameters

Usetheshow>ser vi ce>rout er>stati c-1 sp command to display alist of LSPs.

In order to modify static L SP parameters, the conf i g>r out er >npl s>static-1 sp
| sp- nane context must be shut down.

To modify an LSP:

1. Accessthe specific LSP by specifying the L SP name, and then shut it down.
2. Enter the parameter to modify and then enter the new information.

Example: config>router# npls
config>router>npl s# static-lsp "static-LSP"
confi g>router>npl s>static-|sp# shutdown
config>router>npl s>static-lsp# to 10.10.0.234
config>router>npl s>static-I|sp# push 1023 next hop
10.10.8.114
config>router>npl s>static-lsp# no shutdown
config>router>npl s>static-lsp# exit

The following example displays the static L SP configuration output.

ALU- 1>confi g>rout er >npl s# info

static-lsp "static-LSP"
to 10.10.10.234
push 1023 nexthop 10.10.8. 114
no shut down

exit

no shut down

ALU- 1>confi g>rout er >npl s#
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Deleting an MPLS Interface
To delete an interface from the MPLS configuration:

1. Administratively disable the interface using the shut down command.
2. Deletetheinterface withtheno i nt er f ace command.

CLI Syntax: npls
interface ip-int-nane
shut down
exit
no interface ip-int-nane

Example: config>router# npls
config>router>npls# interface to-104
confi g>rout er>npl s>i f# shut down
config>router>npls>if# exit
config>router>npls# no interface to-104

The following example displays the configuration output when interface “to-104" has been
deleted.

A: ALU- 1>confi g>rout er>npl s# info

admi n-group "green" 15
adm n-group "red" 25
adm n-group "yel |l ow' 20
interface "systent
exit
no shut down

A: ALU- 1>confi g>r out er >npl s#
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RSVP-TE Configuration Management Tasks

This section discusses the following RSV P-TE configuration management tasks:

* Modifying RSVP-TE Parameters
e Modifying RSVP-TE Message Pacing Parameters
e Deéleting an Interface from RSVP-TE

Modifying RSVP-TE Parameters

Page 94

Only interfaces configured in the MPLS context can be modified inther svp context.

Theno r svp command deletes this RSVP-TE protocol instance and removes al
configuration parameters for this RSVP-TE instance. The shut down command suspends
the execution and maintains the existing configuration.

The following example displays a modified RSV P-TE configuration output.

A: ALU- 1>confi g>router>rsvp# info
keep-multiplier 5
refresh-time 60
nsg- paci ng

period 400
max- burst 400
exit
interface "systent
exit
interface "test1"
hel | o-interval 5000
exit
no shut down

A: ALU- 1>confi g>r out er >r svp#
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Modifying RSVP-TE Message Pacing Parameters

RSV P-TE message pacing maintains a count of the messages that were dropped because the
output queue for the egressinterface was full.

Thefollowing example displays amodified RSV P-TE message pacing configuration output.
Refer to Configuring RSV P-TE Message Pacing Parameters.

A: ALU- 1>confi g>rout er>rsvp# info
keep-nmultiplier 5
refresh-tine 60
msg- paci ng

period 200
max- burst 200
exit
interface "systent
exit
interface "to-104"
exit
no shut down

A: ALU- 1>confi g>r out er >r svp#

Deleting an Interface from RSVP-TE

Interfaces cannot be deleted directly from the RSV P-TE configuration. Because an interface
is created in the npl s context and then configured in ther svp context, it can only be
deleted in the mpls context This removes the association from RSVP-TE.

Refer to Deleting an MPLS Interface.
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MPLS and RSVP-TE Command Reference

Command Hierarchies

¢ MPLS Commands
¢ RSVP-TE Commands
¢ Show Commands

e Tools Commands (refer to Tools section of 7705 SAR OS OAM and Diagnostics
Guide)

¢ Clear Commands
¢ Debug Commands
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MPLS Commands

config
— router [router-name]
— [no] mpls
— admin-group group-name group-value
— no admin-group group-name
— dynamic-bypass [enable | disabl€]
— [no] frr-object
— hold-timer seconds
— no hold-timer
— [no] interface ip-int-name
— [no] admin-group group-name [group-name...(up to 5 max)]
— [no] label-map in-label
— [no] pop
— swap out-label nexthop ip-address
— noswap
— [no] shutdown
— [no] shutdown
— [no] srlg-group group-name [group-name...(up to 5 max)]
— te-metric value
— note-metric
— [no] Isp Isp-name [bypass-only]
— [no] adaptive
— [no] adspec
— [no] cspf [use-te-metric]
— [no] exclude group-name [group-name...(up to 5 max)]
— [no] fast-reroute [frr-method)]
— bandwidth rate-in-mbps
— no bandwidth
— hop-limit limit
— no hop-limit
— [no] node-protect
— from ip-address
— hop-limit number
— no hop-limit
— [no] include group-name [group-name...(up to 5 max)]
— metric metric
— [no] primary path-name
— [no] adaptive
— bandwidth rate-in-mpbs
— no bandwidth
— [no] exclude group-name [group-name...(up to 5 max)]
— hop-limit number
— no hop-limit
— [no] include group-name [group-name...(up to 5 max)]
— [no] record
— [no] record-label
— [no] shutdown
— retry-limit number
— noretry-limit
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— retry-timer seconds
— noretry-timer
— rsvp-resv-style[se| ff]
— [no] secondary path-name
— [no] adaptive
— bandwidth rate-in-mbps
— no bandwidth
— [no] excludegroup-name [group-name...(up to 5 max)]
— hop-limit number
— no hop-limit
— [no] include group-name [group-name...(up to 5 max)]
— [no] record
— [no] record-label
— [no] shutdown
— [no] srlg
— [no] standby
— [no] shutdown
— toip-address
— [no] path path-name
— hop hop-index ip-address{strict | loose}
— no hop hop-index
— [no] shutdown
— resignal-timer minutes
— noresignal-timer
— srlg-frr [strict]
— nosrlg-frr
— srlg-group group-name { value group-value}
— no srlg-group group-name
— [no] shutdown
— [no] static-lsp Isp-name
— push label nexthop ip-address
— no push label
— toip-address
— [no] shutdown
— static-lsp-fast-retry seconds
— no static-Isp-fast-retry
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RSVP-TE Commands

config
— router

— [no] rsvp
— [no] graceful-shutdown
— [no] interface ip-int-name
— authentication-key [authentication-key | hash-key] [hash | hash2]
— no authentication-key
— [no] bfd-enable
— [no] graceful-shutdown
— hello-interval milli-seconds
— no hello-interval
— [no] refresh-reduction
— [no] reliable-delivery
— [no] shutdown
— subscription percentage
— no subscription
— [no] keep-multiplier number
— no keep-multiplier
— [no] msg-pacing
— max-burst number
— no max-burst
— period milli-seconds
— noperiod
— rapid-retransmit-time hundred-milliseconds
— norapid-retransmit-time
— rapid-retry-limit number
— norapid-retry-limit
— refresh-reduction-over-bypass [enable | disable]
— refresh-time seconds
— norefresh-time

— [no] shutdown
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show
— router

show
— router

Clear Commands

clear
— router

7705 SAR OS MPLS Guide

mpls

rsvp

mpls

MPLS and RSVP-TE

admin-group group-name

bypass-tunnel [to ip-address] [protected-Isp [Isp-name]] [dynamic | manual]
[detail]

interface [ip-int-name | ip-address] [label-map [label]]

interface [ip-int-name | ip-address] statistics

label start-label [end-label | in-use | label-owner]

label-range

Isp [Isp-name] [status{up | down}] [from ip-address| to ip-address] [detail]
Isp {transit | terminate} [status{up | down}] [from ip-address | to ip-address |
Isp-name name] [detail]

Isp count

Isp Isp-name activepath

Isp [Isp-name] path [path-name] [status {up | down}] [detail]

Isp [Isp-name] path [path-name] mbb

path [path-name] [Isp-binding]

static-lsp [Isp-name]

static-sp [Isp-type]

static-lsp count

srlg-group [group-name]

status

interface [ip-int-name | ip-address| statistics [detail]

neighbor [ip-address] [detail]

session [session-type] [from ip-address| to ip-address| Isp-name name] [status
{up | down}] [detail]

statistics

status

interface [ip-int-name] [statistics]
Isp [Isp-name]

interface [ip-int-name] [statistics]
statistics
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Debug Commands

debug
— router
— [no] mpls[lsp Isp-name] [sender source-address] [endpoint endpoint-address| [tunnel-id
tunnel-id] [Isp-id Isp-id] [interface ip-int-name]

— [no] event
— all [detail]
— noall
— frr [detail]
— nofrr
— iom [detail]
— noiom
— |lsp-setup [detail]
— nolsp-setup
— mbb [detail]
— nombb
— misc [detail]
— nomisc
— Xc [detail]
— noxc

— [no] rsvp [Isp Isp-name] [sender sender-address] [endpoint endpoint-address] [tunnel-id
tunnel-id] [Isp-id Isp-id] [interface ip-int-name]

— [no] event
— all [detail]
— noall
— auth
— noauth
— misc [detail]
— nomisc
— nbr [detail]
— nonbr
— path [detail]
— no path
— resv [detail]
— noresv
—rr
— norr

— [no] packet
— ack [detail]
— noack
— all [detail]
— noall
— bundle[detail]
— nobundle
— hello [detail]
— nohello
— path [detail]
— nopath
— patherr [detail]
— no patherr
— pathtear [detail]
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no pathtear
resv [detail]

no resv

resverr [detail]
no resverr
resvtear [detail]
no resvtear
srefresh [detail]
no srefresh

MPLS and RSVP-TE
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Command Descriptions

¢ Configuration Commands (MPLS) on page 105

e Configuration Commands (RSVP-TE) on page 136
e Show Commands (MPLS) on page 149

e Show Commands (RSVP) on page 172

e Clear Commands on page 182

e Debug Commands on page 184
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Configuration Commands (MPLS)

¢ Generic Commands on page 106

e Interface Commands on page 112

* Interface Label-Map Commands on page 115

e LSPCommandson page 117

e Primary and Secondary Path Commands on page 126
e LSP Path Commands on page 132

e Static LSP Commands on page 134
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Generic Commands

mpls

Syntax
Context
Description

shutdown
Syntax
Context
Description

Page 106

[no] mpls
config>router

This command creates the MPL S protocol instance and enables MPLS configuration. The MPLS
protocol instance is not created by default, but onceit is created, a no shutdown command is not
required since MPLS is enabled automatically. The shutdown command administratively disables
MPLS.

The no form of this command deletes this MPL S protocol instance and all configuration parameters
for this MPLS instance.

MPLS must be shut down and all SDP bindings to L SPs removed before the MPL S instance can be
deleted. If MPLS s not shut down, when the no mpls command is executed, a warning message on
the console indicates that MPL S is still administratively up.

[no] shutdown

config>router>mpls
config>router>mpls>interface
config>router>mpls>if>label-map
config>router>mpls>path
config>router>mpls>static-Isp

The shutdown command administratively disables an entity. The operational state of the entity is
disabled as well as the operational state of any entities contained within. When disabled, an entity
does not change, reset, or remove any configuration settings or statistics. Many objects must be shut
down before they can be deleted. Many entities must be explicitly enabled using the no shutdown
command.

Inthelabel-map context, all packets that match the specified in-label are dropped when the label map
is shut down.

In the path context, this command disables the existing L SPs using this path. All services using these
L SPs are affected. Binding information, however, is retained in those L SPs. Paths are created in the
shutdown state.
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admin-group

Syntax

Context

Description

Default

Parameters
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The no form of this command places the entity into an administratively enabled state. In the mpls and
mpls>inter face contexts, this triggers any L SPs that were previously defined under the associated
context to come back up. In the path context, the no form of this command administratively enables
the path and all L SPs—where the path is defined as a primary or a standby secondary path—are
(re)established.

mpls— no shutdown

interface — shutdown

label-map — no shutdown

path — shutdown

static-lsp — shutdown

admin-group group-name group-value
no admin-group group-name

config>router>mpls

This command is used to define administrative groups or link coloring for an interface. The admin
group names can signify link colors, such asred, yellow, or green. MPL S interfaces advertise the link
colors they support. CSPF uses the information when paths are computed for constraint-based L SPs.
CSPF must be enabled in order for admin groups to be relevant.

Network resources (links) based on zones, geographic location, link location, etc., can be classified
using admin groups. MPLS interfaces must be explicitly assigned to an admin group.

Admin groups must be defined in the config>router >mpls context before they can be assigned to an
MPLS interface. The IGP communicates the information throughout the area.

Up to 32 group names can be defined in the config>router >mpls context. The admin-group names
must be identical across all routersin asingle domain.

The no form of this command deletes the admin group. All configuration information associated with
thisLSPislost.

n/a

group-name — specifies the name of the admin group within arouter instance

group-value — specifies the group value associated with this admin group. Thisvalueis unique
within arouter instance.

Values Oto 31
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dynamic-bypass

Syntax
Context

Description
Default

frr-object

Syntax
Context

Description

Default

hold-timer

Syntax

Context

Description

Parameters
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dynamic-bypass [enable | disable]
config>router>mpls

This command disables the creation of dynamic bypass L SPsin FRR. One or more manual bypass
L SPs must be configured to protect the primary L SP path at the PLR nodes.

enable

[no] frr-object
config>router>mpls

This command specifies whether signaling the frr-object is on or off. The valueisignored if fast
reroute is disabled for the LSP or if the LSP is using one-to-one backup.

frr-object — by default, the valueisinherited by all LSPs

hold-timer seconds
no hold-timer

config>router>mpls

This command specifies the amount of time that the ingress node waits before programming its data
plane and declaring to the service module that the L SP statusiis up.

The no form of the command disables the hold-timer.

seconds — specifies the hold time, in seconds

Values Oto 10
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Syntax

Context

Description

Default

Parameters

srlg-frr

Syntax

Context

Description

MPLS and RSVP-TE

resignal-timer minutes
no resignal-timer

config>router>mpls

This command specifies the value for the LSP resignal timer. The resignal timer isthetime, in
minutes, that the 7705 SAR OS software waits before attempting to resignal the L SPs.

When the resignal timer expires, if the newly computed path for an L SP has a better metric than that
for the currently recorded hop list, an attempt is made to resignal that L SP using the make-before-
break (MBB) mechanism. If the attempt to resignal an LSP fails, the LSP will continue to use the
existing path and aresigna will be attempted the next time the timer expires.

When the resignal timer expires, atrap and syslog message are generated.
The no form of the command disables timer-based L SP resignaling.
no resignal-timer

minutes — specifies the time the software waits before attempting to resignal the LSPs, in minutes
Values 30 to 10080

srlg-frr [strict]
no srlg-frr

config>router>mpls

This system-wide command enables or disables the use of the shared risk link group (SRLG)
constraint in the computation of an FRR bypass or detour LSP for any primary L SP path on the
system. When srlg-frr is enabled, CSPF includes the SRLG constraint in the computation of an FRR
bypass or detour LSP for protecting the primary L SP path.

The strict option is a system-wide option that forces the CSPF to consider any configured SRLG
membership listsin its calculation of every L SP path.

CSPF and FRR

CSPF prunes all links with interfaces that belong to the same SRLG as the interface being protected,
where the interface being protected is the outgoing interface at the PLR used by the primary path. If
one or more paths are found, the MPLS/RSV P-TE task selects one path based on best cost and signals
the setup of the FRR bypass or detour L SP. If no path isfound and the user included the strict option,
the FRR bypass or detour LSP is not set up and the MPLS/RSV P-TE task keeps retrying the request
to CSPF. If no path isfound and the strict option is disabled, if a path exists that meets all the TE
constraints except the SRLG constraint, then the FRR bypass or detour LSPis set up.
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Default

Parameters
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An FRR bypass or detour LSP is hot guaranteed to be SRLG disjoint from the primary path. Thisis
because only the SRLG constraint of the outgoing interface at the PLR that the primary path isusing
is checked.

When the MPL S/RSVP-TE task is searching for an SRLG bypass tunnel to associate with the primary
path of the protected L SP, the task does the following steps.

*  Firg, the task checksfor any configured manual bypass L SP that has CSPF enabled and that
satisfies the SRLG constraints.

e Thetask skips any non-CSPF bypass L SP since there is no ERO returned with which to
check the SRLG constraint.

« If no path isfound, the task checks for an existing dynamic bypass L SP that satisfies the
SRLG and other primary path constraints.

e If no bypass path is found, then the task makes a request to CSPF to try to create one.
Primary Path and FRR Behavior

Once the primary path of the LSPis set up and is operationally up, any subsequent changes to the
SRL G membership of an interface that the primary path is using will not be considered by the MPLS/
RSVP-TE task at the PLR for FRR bypass or detour L SP association until the next opportunity that
the primary path isresignaled. The path may be resignaled due to afailure or to a make-before-break
(MBB) operation. A make-before-break operation occurs as aresult of aglobal revertive operation, a
reoptimization of the LSP path (timer-based or manual), or a change by the user to any of the path
constraints.

Once the FRR bypass or detour LSP is set up and is operationally up, any subsegquent change to the
SRLG membership of an interface that the FRR bypass or detour LSP is using will not be considered
by the MPLS/RSVP-TE task at the PLR until the next opportunity that the association with the
primary LSP path is rechecked. The association is rechecked if the FRR bypass or detour LSPis
reoptimized. Detour routes are not reoptimized and are resignaled if the primary path is down.

The user must first shut down MPLS before enabling or disabling the srlg-frr optionin CLI.

An RSVP-TE interface can belong to a maximum of 64 SRLGs. The user creates SRL Gs using the
config>router >mpls>srig-group command. The user associates the SRLGs with an RSVP-TE
interface using the srlg-group command in the config>r outer > mpls>interface context.

The no form of the command reverts to the default value.

no srlg-frr

strict — specifies that the CSPF calculation for the FRR backup must include the SRLG constraint
and the backup must be on the resulting list of eligible backup paths

Values non-strict: srig-frr
strict: srig-frr strict
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srlg-group group-name {value group-value}
no srlg-group group-name

config>router>mpls

This command is used to assign a name and avalue to a shared risk link group (SRLG). An SRLG
represents a set of interfaces (or links) that share the same risk of failing because they may be
subjected to the same resource failures or defects.

RSVP-TE interfaces must be explicitly assigned to an SRLG. SRLGs must be defined in the
config>router >mpls context before they can be assigned to an RSVP-TE interface. Two different
SRL G names cannot share the same group-value. Once an SRLG has been bound to an MPLS
interface, its value cannot be changed until the binding is removed.

The IGP communicates the information throughout the area using the TE link state advertisement.
CSPF uses the information when paths are computed for constraint-based L SPs. CSPF must be
enabled in order for SRLGs to be relevant.

Up to 256 group names can be defined in the config>r outer >mpls context. SRLG names must be
identical across all routersin asingle domain. Up to five group names can be defined using one
srlg-group command.

The no form of this command deletes the SRLG.

n/a

group-name — specifies the name of the SRLG within arouter instance, up to 32 characters

group-value — specifiesthe group value associated with this SRLG; the group value is unique within
arouter instance

Values 0to 4294967295
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[no] interface ip-int-name
config>router>mpls

This command enables MPL S protocol support on an IP interface. MPL S commands are not executed
on an |P interface where MPL S is not enabled.

The no form of this command deletes all MPLS commands that are defined under the interface, such
as label-map. The interface must be shut down before it can be deleted. If the interface is not shut
down, the no inter face i p-int-name command i ssues awarning message on the consol e indicating that
the interface is administratively up.

shut down

ip-int-name — identifies the network | P interface. The interface name character string cannot bein
the form of an IP address. Allowed values are any string up to 32 characters long composed of
printable, 7-bit ASCII characters. If the string contains special characters (#, $, spaces, €tc.), the
entire string must be enclosed within double quotes.

[no] admin-group group-name [group-name...(up to 5 max)]
config>router>mpls>interface

This command defines admin groups that this interface supports.

Thisinformation is advertised as part of OSPF and 1S-1Sto help CSPF compute constrained L SPs that
must include or exclude certain admin groups. An MPL S interface is assumed to belong to all the
admin groups unless the admin-group command isissued under the interface configuration. When an
admin-group command isissued, the interface is assumed to belong to only the specifically listed
groups for that command.

Each single operation of the admin-group command allows a maximum of 5 groups to be specified
at atime. However, amaximum of 32 groups can be specified per interface through multiple
operations.

no admin-group

group-name — specifies the name of the group. The group names should be the same across al
routers in the MPLS domain.
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[no] srlg-group group-name [group-name...(up to 5 max)]
config>router>mpls>interface

This command associates an RSV P-TE interface with one or more SRLGs. An interface can belong to
up to 64 SRL Gs. Each operation of the srlg-group command allows a maximum of five groupsto be
specified at atime.

The no form of this command deletes the association of the interface with the SRLG.

n/a

group-name — specifies the group name of the SRL G within arouter instance, up to 32 characters

[no] shutdown
config>router>mpls>interface

This command disables the MPL S-related functions for the interface. The MPL'S configuration
information associated with this interface is retained. Shutting down the interface causes the LSPs
associated with this interface to go down.

The no form of this command administratively enables the MPL S interface. Any L SPs previously
associated with this interface will attempt to come back up.

shutdown

te-metric value
no te-metric

config>router>mpls>interface

This command configures the traffic engineering metric used on the interface. Thismetricisin
addition to the interface metric used by IGP for the shortest path computation.

Thismetric isflooded as part of the TE parameters for the interface using an opague LSA or an LSP.
The OSPF-TE metric isencoded asa sub-TLV type 5intheLink TLV. The metric value is encoded
asa32-hit unsigned integer. The ISIS-TE metric is encoded as sub-TLV type 18 as part of the
extended IS reachability TLV. The metric value is encoded as a 24-hit unsigned integer.
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When the use of the TE metric is enabled for an LSP, CSPF will first prune al linksin the network
topology that do not meet the constraints specified for the L SP path. Such constraints include
bandwidth, admin-groups, and hop limit. Then, CSPF will run an SPF on the remaining links. The
shortest path among the all SPF paths will be selected based on the TE metric instead of the IGP
metric, which is used by default.

The TE metric in CSPF L SP path computation can be configured by entering the command
config>router>mpls>lsp Isp-name>cspf use-te-metric.

The TE metric isonly used in CSPF computations for MPLS paths and not in the regular SPF
computation for |P reachability.

The no form of the command reverts to the default value.

Default note-metric

Parameters value—11to 16777215
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[no] label-map in-label
config>router>mpls>interface

This command is used on either transit or egress L SP routers when a static LSP is defined. The static
L SP on the ingress router is initiated using the config>r outer >mpls>static-lsp Isp-name command.
Thein-label isassociated with a pop action or a swap action, but not both. If both actions are
specified, the last action specified takes effect.

The no form of this command deletes the static L SP configuration associated with the in-label.

in-label — specifies theincoming MPLS label on which to match

Values 32101023

[no] pop
config>router>mpls>if>label-map

This command specifies that the incoming label must be popped (removed). No label stacking is
supported for a static LSP. The service header follows the top label. Once the label is popped, the
packet is forwarded based on the service header.

The no form of this command removes the pop action for thein-label.

n/a

swap out-label nexthop ip-address
no swap

config>router>mpls>interface>label-map

This command swaps the incoming label and specifies the outgoing label and next-hop IP address on
an LSR for astatic LSP.

The no form of this command removes the swap action associated with the in-label.

n/a
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Parameters out-label — specifies the label value to be swapped with the in-label. Label values 16 through
1048575 are defined as follows:

Label values 16 through 31 are 7705 SAR reserved

Label values 32 through 1023 are available for static assignment

Label values 1024 through 2047 are reserved for future use

Label values 2048 through 18431 are statically assigned for services

Label values 28672 through 131071 are dynamically assigned for both MPL S and services
Label values 131072 through 1048575 are reserved for future use

Values 16 to 1048575

ip-address — specifies the | P address to forward to. If an ARP entry for the next hop exists, then the
static LSP will be marked operational. If an ARP entry does not exist, software will set the
operational status of the static L SP to down and continue to ARP for the configured next-hop at a
fixed interval.
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[no] Isp Isp-name [bypass-only]
config>router>mpls

This command creates an L SP that is signaled dynamically by the 7705 SAR OS.

When the LSP is created, the egress router must be specified using the to command and at |east one
primary or secondary path must be specified. All other statements under the L SP hierarchy are
optional.

L SPs are created in the administratively down (shutdown) state.

The no form of this command deletes the L SP. All configuration information associated with thisL SP
islost. The LSP must be administratively shut down and unbound from all SDPs before it can be
deleted.

n/a

| sp-name — specifies the name that identifies the L SP. The L SP name can be up to 32 characterslong
and must be unique.

bypass-only — defines an L SP as a manual bypass L SP exclusively. When a PATH message for a
new L SP requests bypass protection, the PLR first checksif amanual bypass tunnel satisfying
the path constraints exists. If oneisfound, the 7705 SAR selectsit. If no manual bypasstunnel is
found, the 7705 SAR dynamically signals a bypass L SP as the default behavior. The CLI for this
feature includes a command that provides the user with the option to disable dynamic bypass
creation on a per-node basis.

[no] adaptive
config>router>mpls>Isp

This command enables the make-before-break (MBB) functionality for an LSP or L SP path. When
enabled for the L SP, amake-before-break operation will be performed for the primary path and all the
secondary paths of the LSP.

adaptive
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[no] adspec
config>router>mpls>Isp

When enabled, the advertised data (ADSPEC) object will be included in RSV P-TE messages.

no adspec

[no] cspf [use-te-metric]
config>router>mpls>Isp

This command enables Constrained Shortest Path First (CSPF) computation for constrained-path
L SPs. Constrained-path L SPs are the L SPs that take configuration constraints into account. CSPF is
aso used to calculate the FRR bypass or detour L SP routes when fast reroute is enabled.

Explicitly configured L SPs where each hop from ingress to egressis specified do not use CSPF. The
LSPisset up using RSVP-TE signaling from ingress to egress.

If an LSP is configured with fast-reroute specified but does not enable CSPF, then neither global
revertive nor local revertive will be available for the L SP to recover.

no cspf
use-te-metric — specifies to use the TE metric for the purpose of the L SP path computation by CSPF

[no] exclude group-name [group-name...(up to 5 max)]
config>router>mpls>Isp

This command specifies the admin groups to be excluded when an LSPis set up in the primary or
secondary contexts. Each single operation of the exclude command allows a maximum of 5 groups
to be specified at atime. However, a maximum of 32 groups can be specified per L SP through
multiple operations. The admin groups are defined in the config>router >mpls>admin-group
context.

Use the no form of the command to remove the exclude command.

no exclude

group-name — specifies the existing group name to be excluded when an LSPis set up
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[no] fast-reroute [frr-method]
config>router>mpls>Isp

This command creates a pre-computed protection L SP from each node in the path of the LSP. In case
of alink or LSP failure between two nodes, traffic isimmediately rerouted on the pre-computed
protection L SP. When fast-reroute is specified, the default fast-rer oute method is the facility
method.

When fast-reroute is enabled, each node along the path of the LSP tries to establish a protection LSP
asfollows.

e Each upstream node sets up a protection L SP that avoids only the immediate downstream
node, and merges back onto the actual path of the L SP as soon as possible.

e Ifitisnot possibleto set up aprotection LSP that avoids the immediate downstream node, a
protection L SP can be set up to the downstream node on a different interface.

e The protection L SP may take one or more hops (see hop-limit) before merging back onto the
main LSP path.

¢ When the upstream node detects a downstream link or node failure, the ingress router
switches traffic to a standby path if one was set up for the LSP.

Fast reroute is available only for the primary path. No configuration is required on the transit hops of
the LSP. The ingress router will signal all intermediate routers using RSVP-TE to set up their
protection LSP. TE must be enabled for fast reroute to work.

Note that CSPF must be enabled for fast reroute to work. If an LSP is configured with fast-reroute
frr-method specified but does not enable CSPF, then neither global revertive nor local revertive will
be available for the L SP to recover.

The one-to-one fast reroute method creates a separate detour L SP for each backed-up L SP.

The facility fast reroute method, sometimes called many-to-one, takes advantage of the MPLS label
stack. Instead of creating a separate L SP for every backed-up LSP, asingle LSP is created that serves
to back up aset of LSPs. This LSP tunnel is called a bypass tunnel. The bypass tunnel must intersect
the path of the original L SP(s) somewhere downstream of the point of local repair (PLR). This
constrains the set of L SPs being backed up viathat bypass tunnel to those L SPs that pass through a
common downstream node. All L SPs that pass through the PLR and through this common node
which do not also use the facilities involved in the bypass tunnel are candidates for this set of L SPs.

The no form of the fast-reroute command removes the protection L SP from each node on the
primary path. This command will also remove configuration information about the hop-limit and the
bandwidth for the detour routes.

no fast-reroute
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frr-method — specifies the fast reroute method to use

Values one-to-one, facility

Default facility

bandwidth rate-in-mbps
no bandwidth

config>router>mpls>Isp>fast-reroute

This command is used to request reserved bandwidth on the protection path. When configuring an
L SP, specify the traffic rate associated with the LSP.

When configuring fast reroute, allocate bandwidth for the rerouted path. The bandwidth rate does not
need to be the same as the bandwidth allocated for the LSP.

no bandwidth

rate-in-mbps — specifies the amount of bandwidth in Mb/s to be reserved for the L SP path

hop-limit limit
no hop-limit

config>router>mpls>Isp>fast-reroute

For fast reroute, this command defines how many more routers a protection tunnel is allowed to
traverse compared with the LSP itself. For example, if an LSP traverses four routers, any protection
tunnel for the L SP can be no more than 10 router hops, including the ingress and egress routers.

The no form of the command reverts to the default value.

16

limit — specifies the maximum number of hops

Values 0to 255
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[no] node-protect
config>router>mpls>Isp>fast-reroute

This command enables or disables node and link protection on the specified L SP. Node protection
ensures that traffic from an L SP traversing a neighboring router will reach its destination even if the
neighboring router fails.

When node-protect is enabled, the 7705 SAR provides node protection on the specified LSP. If node
protection cannot be provided, link protection is attempted. If link protection cannot be provided,
there will be no protection.

The no form of this command provides link protection. If link protection cannot be provided, there
will be no protection.

node-protect

from ip-address
config>router>mpls>Isp

This optional command specifies the |P address of the ingress router for the L SP. When this
command is not specified, the system | P address is used. | P addresses that are not defined in the
system are allowed. If aninvalid IP address is entered, L SP bring-up fails and an error islogged.

If aninterface |P addressis specified as the from address, and the egress interface of the next-hop IP
addressis adifferent interface, the LSP is not signaled. Asthe egress interface changes due to
changesin the routing topology, an LSP recovers if the from IP addressis the system | P address and
not a specific interface | P address.

Only one from address can be configured.

system | P address

ip-address — specifies the P address of the ingress router. This can be either the interface or the
system |P address. If the IP addressislocal, the LSP must egress through that local interface,

which ensures local strictness.
Default system | P address

Values system |P or network interface | P addresses
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hop-limit number
no hop-limit

config>router>mpls>Isp

This command specifies the maximum number of hopsthat an L SP can traverse, including the ingress
and egress routers. An LSPis not set up if the hop limit is exceeded. This value can be changed
dynamically for an LSP that is already set up, with the following implications:

« If the new valueislessthan the current number of hops of the established L SP, then the LSP
is brought down. 7705 SAR OS software then tries to re-establish the L SP within the new
hop-limit number. If the new value is equal to or greater than the current number of hops of
the established L SP, then the LSP is not affected.

The no form of this command returns the parameter to the default value.
255
number — specifies the number of hops the L SP can traverse, expressed as an integer

Values 2to 255

[no] include group-name [group-name...(up to 5Smax)]

config>router>mpls>Isp
config>router>mpls>Isp>primary
config>router>mpls>lsp>secondary

This command specifies the admin groups to be included when an LSP is set up. Up to 5 groups per
operation can be specified, and up to 32 maximum.

The no form of the command deletes the specified groups in the specified context.

noinclude

group-name — specifies admin groups to be included when an LSP is set up
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metric metric
config>router>mpls>Isp

This command specifies the metric for this LSP, which is used to select an L SP from among a set of
L SPsthat are destined for the same egress router. The L SP with the lowest metric will be selected.

1

metric — specifies the metric for this LSP
Values 1 to 65535

retry-limit number
no retry-limit

config>router>mpls>Isp

This optional command specifies the number of attempts software should make to re-establish the
L SP after it hasfailed. After each successful attempt, the counter is reset to zero.

When the specified number is reached, no more attempts are made and the L SP path is put into the
shutdown state.

Use the config router mpls>lsp Isp-name>no shutdown command to bring up the path after the retry
limit is exceeded.

The no form of this command reverts the parameter to the default value.

0

number — specifies the number of times that the 7705 SAR OS software will attempt to re-establish
the LSP after it has failed. Allowed values are integers in the range of 0 to 10000, where O
indicates to retry forever.

Values 0 to 10000
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retry-timer seconds
no retry-timer

config>router>mpls>Isp

This command configures the time, in seconds, between L SP re-establishment attempts after the LSP
has failed.

The no form of this command reverts to the default value.

30

seconds — specifies the amount of time, in seconds, between attempts to re-establish the L SP after it
hasfailed

Values 1to 600

rsvp-resv-style [se | ff]
config>router>mpls>Isp

This command specifies the RSV P-TE reservation style, shared explicit (se) or fixed filter (ff). A
reservation style is a set of control options that specify anumber of supported parameters. The style
information is part of the LSP configuration.

se

ff — fixed filter is single reservation with an explicit scope. This reservation style specifiesan
explicit list of senders and a distinct reservation for each of them. A specific reservation request
is created for data packets from a particular sender. The reservation scope is determined by an
explicit list of senders.

se — shared explicit is shared reservation with alimited scope. Thisreservation style specifiesa
shared reservation environment with an explicit reservation scope. This reservation style creates
asinglereservation over alink that is shared by an explicit list of senders. Because each sender is
explicitly listed in the RESV message, different labels can be assigned to different sender-
receiver pairs, thereby creating separate L SPs.
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[no] shutdown

config>router>mpls>Isp
config>router>mpls>Isp>primary
config>router>mpls>Isp>secondary

ThisIsp form of this command disables the existing L SP, including the primary and any standby
secondary paths.

The primary and secondary forms of this command administratively disables an L SP path and
disables an existing L SP. Shutting down an L SP path does not change other configuration parameters
for the LSP path.

To shut down only the primary path enter the config>router >mpls>Isp Isp-name>primary
path-name> shutdown command.

To shut down a specific standby secondary path enter the config>router >mpls>lsp
Isp-name>secondary path-name>shutdown command. The existing configuration of the LSPis
preserved.

Use the no form of this command to restart the LSP. LSPs are created in a shutdown state. Use this
command to administratively bring up the LSP.

Isp — shutdown
primary — no shutdown

secondary — no shutdown

to ip-address
config>router>mpls>Isp

This command specifies the system | P address of the egress router for the LSP. This command is
mandatory to create an L SP.

An IP address for which aroute does not exist is allowed in the configuration. If the LSP signaling
fails because the destination is not reachable, an error islogged and the L SP operational statusis set to
down.

Theto ip-address must be the system | P address of the egress router. If the to address does not match
the SDP address, the LSP is not included in the SDP definition.

n/a

ip-address — specifies the system | P address of the egress router
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[no] primary path-name
config>router>mpls>Isp

This command specifies a preferred path for the LSP. This command is optiona only if the
secondary path-nameisincluded in the LSP definition. Only one primary path can be defined for an
LSP.

Some of the attributes of the L SP, such as the bandwidth and hop limit, can be optionally specified as
the attributes of the primary path. The attributes specified in the primary path-name command
override the comparable L SP attributes that are defined in the config>router >mpls>lsp context.

The no form of this command del etes the association of this path-name from the Isp Isp-name. All
configurations specific to this primary path, such as record, bandwidth, and hop limit, are deleted. The
primary path must be shut down first in order to delete it. The no primary command will not result in
any action except a warning message on the console indicating that the primary pathis
administratively up.

n/a

path-name — specifies the case-sensitive a phanumeric name label for the L SP path, up to 32
charactersin length

[no] secondary path-name
config>router>mpls>Isp

This command specifies an aternative path that the L SP usesif the primary path is not available. This
command is optional and is not required if the config>router >mpls>lsp Isp-name>primary path-
name command is specified. After the switchover from the primary path to the secondary path, the
7705 SAR OS software continuously tries to revert to the primary path. The switch back to the
primary path is based on theretry-timer interval.

Up to two secondary paths can be specified. Both secondary paths are considered equal, and the first
available path isused. The 7705 SAR OS software will not switch back between secondary paths.

The 7705 SAR OS software starts signaling all non-standby secondary paths at the same time. Retry
counters are maintained for each unsuccessful attempt. Once the retry limit is reached on a path,
software will not attempt to signal the path and administratively shuts down the path. The first
successfully established path is made the active path for the L SP.
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The no form of this command removes the association between this path-name and Isp-name. All
specific configurations for this association are deleted. The secondary path must be shut down firstin
order to deleteit. The no secondary path-name command will not result in any action except a
warning message on the console indicating that the secondary path is administratively up.

n/a

path-name — specifies the case-sensitive a phanumeric name label for the L SP path, up to 32
charactersin length

[no] adaptive

config>router>mpls>Isp>primary
config>router>mpls>Isp>secondary

This command enables the make-before-break (MBB) functionality for an LSP or a primary or
secondary L SP path. When enabled for the L SP, amake-before-break operation will be performed for
the primary path and all the secondary paths of the LSP.

adaptive

bandwidth rate-in-mbps
no bandwidth

config>router>mpls>Isp>primary
config>router>mpls>Isp>secondary

This command specifies the amount of bandwidth to be reserved for the L SP path.
The no form of this command resets bandwidth parameters (no bandwidth is reserved).

no bandwidth — bandwidth setting in the global LSP configuration

rate-in-mbps — specifies the amount of bandwidth reserved for the L SP path in Mb/s

Values 0 to 100000
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[no] exclude group-name [group-name...(up to 5 max)]

config>router>mpls>Isp>primary
config>router>mpls>Isp>secondary

This command specifies the admin groups to be excluded when an LSP is set up. Up to 5 groups per
operation can be specified, up to 32 maximum. The admin groups are defined in the
config>router>mpls>admin-group context.

Use the no form of the command to remove the exclude command.

no exclude

group-name — specifies the existing group name to be excluded when an LSP is set up

hop-limit number
no hop-limit

config>router>mpls>Isp>primary
config>router>mpls>lsp>secondary

This optional command overrides the config>r outer >mpls>Isp Isp-name>hop-limit command. This
command specifies the total number of hops that an L SP traverses, including the ingress and egress
routers.

This value can be changed dynamically for an LSP that is already set up with the following
implications:

« |If the new valueislessthan the current number of hops of the established L SP, then the L SP
is brought down. MPL S then tries to re-establish the L SP within the new hop-limit number.
If the new value is equal to or greater than the current hops of the established L SP, then the
LSP will be unaffected.

The no form of this command reverts the values defined under the L SP definition using the
config>router >mpls>Isp Isp-name>hop-limit command.

no hop-limit
number — specifies the number of hops the LSP can traverse, expressed as an integer
Values 210255
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Syntax

Context

Description

Default

record-label

Syntax

Context

Description

Default
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[no] record

config>router>mpls>Isp>primary
config>router>mpls>Isp>secondary

This command enables recording of all the hops that an L SP path traverses. Enabling record
increases the size of the PATH and RESV refresh messages for the L SP, since thisinformation is
carried end-to-end along the path of the LSP. The increasein control traffic per LSP may impact
scalability.

The no form of this command disables the recording of al the hops for the given LSP. There are no
restrictions as to when the no command can be used. The no form of this command also disables the
recor d-label command.

record

[no] record-label

config>router>mpls>Isp>primary
config>router>mpls>Isp>secondary

This command enables recording of all the labels at each node that an L SP path traverses. Enabling
the recor d-label command will also enable the record command, if it is not already enabled.

The no form of this command disables the recording of the hops that an L SP path traverses.

recor d-label
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srlg

Syntax
Context

Description
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[no] srlg
config>router>mpls>lsp>secondary

This command enables the use of the SRLG constraint in the CSPF computation of a secondary path
for an LSP at the head-end LER. When thisfeature is enabled, CSPF includes the SRLG constraint in
the computation of the secondary L SP path.

CSPF and SRLGsfor Secondary Paths

CSPF requires that the primary L SP be established aready and in the up state, since the head-end

L ER needs the most current ERO computed by CSPF for the primary path and CSPF includes the list
of SRLGsin the ERO during the CSPF computation of the primary path. At a subsequent
establishment of a secondary path with the SRLG constraint, the MPLS/RSVP-TE task queries CSPF
again, which provides the list of SRLG numbers to be avoided. CSPF prunes all links with interfaces
that belong to the same SRL Gs as the interfaces included in the ERO of the primary path. If CSPF
finds a path, the secondary path is set up. If CSPF does not find a path, MPLS/RSV P-TE keeps
retrying the requests to CSPF.

If CSPF is not enabled on the L SP (using the Isp Isp-name>cspf command), then a secondary path of
that L SP that includesthe SRL G constraint is shut down and a specific failure code indi cates the exact
reason for the failure in the show>r outer >mpls>lsp>path>detail output.

Primary Path and Secondary Path Behavior

Atinitial primary LSP path establishment, if the primary path does not come up or is not configured,
the SRL G secondary path isnot signaled and is put in the down state. A specific failure code indicates
the exact reason for the failure in the show>r outer >mpls>Isp>path>detail output. However, if a
non-SRL G secondary path was configured, such as a secondary path with the SRLG option disabled,
MPLS/RSVP-TE task signalsit and the LSP usesit.

As soon as the primary path is configured and successfully established, MPLS/RSVP-TE movesthe
L SP to the primary path and signalsall SRLG secondary paths.

Any time the primary path is reoptimized, has undergone a make-before-break (MBB) operation, or
has come back up after being down, the MPLS/RSVP-TE task checks with CSPF to determine if the
SRLG secondary path should be resignaled. If the MPLS/RSVP-TE task finds that the current
secondary path is no longer SRLG digoint — for example, the path became ineligible — it puts the
path on a delayed make-before-break immediately after the expiry of the retry timer. If MBB failson
thefirst try, the secondary path is torn down and the path is put on retry.

At the next opportunity (that is, when the primary path goes down), the L SP uses of an eligible SRLG
secondary path if the secondary path isin the up state. If all secondary eligible SRLG paths are in the
down state, MPLS/RSVP-TE uses a non-SRL G secondary path if the path is configured and in the up
state. If, while the LSP is using a non-SRL G secondary path, an eligible SRLG secondary path comes
back up, MPLS/RSVP-TE will not switch the path of the LSP to it. As soon asthe primary path is
resignaled and comes up with anew SRLG list, MPLS/RSVP-TE resignals the secondary path using
the new SRLG list.
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A secondary path that becomesineligible as aresult of an update to the SRLG membership list of the
primary path will have itsineligibility status removed when any of the following events occurs:

* A successful MBB operation of the standby SRLG path occurs, making it eligible again.

*  Thestandby path goes down, in which case MPL S/RSV P-TE puts the standby on retry when
the retry timer expires. If successful, it becomes eligible. If not successful after the retry
timer expires or the number of retries reaches the configured retry-limit value, it isleft down.

e Theprimary path goes down, in which case the ineligible secondary path isimmediately torn
down and will only be resignaled when the primary path comes back up with anew SRLG
list.

Changesto SRLG Membership List

Once the primary path of the LSP is set up and is operationally up, any subsequent changes to the
SRLG membership of an interface that the primary path isusing is not considered until the next
opportunity that the primary pathisresignaled. The primary path may be resignaled dueto afailure or
to amake-before-break operation. A make-before-break operation occurs as a result of aglobal
revertive operation, atimer-based or manual reoptimization of the L SP path, or a change by the user
to any of the path constraints.

Once an SRLG secondary path is set up and is operationally up, any subsequent changesto the SRLG
membership of an interface that the secondary path is using is not considered until the next
opportunity that the secondary path is resignaled. The secondary path isresignaled due to afailure, to
aresignaling of the primary path, or to a make-before-break operation. A make-before-break
operation occurs as aresult of atimer-based or manual reoptimization of the secondary path, or a
change by the user to any of the path constraints of the secondary path, including enabling or
disabling the SRLG constraint itself.

In addition, any user-configured include or exclude admin group statements for this secondary path
are checked along with the SRL G constraints by CSPF.

The no form of the command reverts to the default value.

Default nosrlg

standby

Syntax [no] standby
Context config>router>mpls>Isp>secondary

Description The secondary path LSP is normally signaled if the primary path LSP fails. The standby keyword
ensures that the secondary path LSP is signaled and maintained indefinitely in a hot-standby state.
When the primary path is re-established, the traffic is switched back to the primary path L SP.

The no form of this command specifies that the secondary L SP is signaled when the primary path
LSPfalls.

Default n/a
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LSP Path Commands

path

hop

Syntax
Context

Description

Default

Parameters

Syntax

Context

Description
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[no] path path-name
config>router>mpls

This command creates the path to be used for an LSP. A path can be used by multiple LSPs. A path
can specify some or all hops from ingress to egress and they can be either strict or loose. A path can
also be empty (ho path-name specified), in which case the LSP is set up based on the IGP (best effort)
calculated shortest path to the egress router. Paths are created in a shutdown state. A path must be
shut down before making any changes (adding or deleting hops) to the path. When a path is shut
down, any L SP using the path becomes operationally down.

To create a strict path from the ingress to the egress router, the ingress and the egress routers must be
included in the path statement.

The no form of thiscommand del etes the path and all its associated configuration information. All the
L SPsthat are currently using this path will be affected. Additionaly, all the services that are actively
using these L SPs will be affected. A path must be shut down and unbound from all L SPs using the
path before it can be deleted. The no path path-name command will not result in any action except a
warning message on the console indicating that the path may be in use.

n/a

path-name — specifies the unique case-sensitive a phanumeric name label for the LSP path, up to 32
charactersin length

hop hop-index ip-address {strict | loose}
no hop hop-index

config>router>mpls>path

This command specifies the IP address of the hops that the L SP should traverse on its way to the
egressrouter. The | P address can be theinterface | P address or the system | P address. If the system IP
addressis specified, the LSP can choose the best available interface.

Optionally, the LSP ingress and egress | P address can be included as the first and the last hop. A hop
list can include the ingress interface | P address, the system | P address, and the egress | P address of
any of the hops being specified.
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The no form of this command deletes hop list entries for the path. All the L SPs currently using this
path are affected. Additionally, al services actively using these L SPs are affected. The path must be
shut down first in order to delete the hop from the hop list. The no hop hop-index command will not
result in any action except a warning message on the console indicating that the path is
administratively up.

Default n/a

Parameters hop-index — specifies the hop index, which is used to order the specified hops. The LSP always
traverses from the lowest hop index to the highest. The hop index does not need to be sequential.

Values 1to 1024

ip-address — specifies the system or network interface I P address of the transit router. The I P address
can be the interface | P address or the system |P address. If the system | P address is specified, the
L SP can choose the best available interface. A hop list can aso include the ingress interface IP
address, the system | P address, and the egress | P address of any of the specified hops.

strict — specifies that the LSP must take a direct path from the previous hop router to this router. No
transit routers between the previous router and this router are allowed. If the I P address specified
isthe interface address, then that is the interface the LSP must use. If there are direct parallel
links between the previous router and this router and if the system I P address is specified, then
any one of the available interfaces can be used by the LSP. The user must ensure that the previous
router and thisrouter have adirect link. Multiple hop entries with the same I P address are flagged
aserrors. Either the loose or strict keyword must be specified.

loose — specifiesthat the route taken by the L SP from the previous hop to this hop can traverse other
routers. Multiple hop entries with the same I P address are flagged as errors. Either the loose or
strict keyword must be specified.
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Static LSP Commands

static-Isp

Syntax
Context

Description

Parameters

push

Syntax
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Description

Parameters
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[no] static-Isp Isp-name
config>router>mpls

This command configures static L SPs on the ingress router. The static LSP is a manually configured
L SP where the next-hop | P address and the outgoing label (push) must be specified.

The no form of this command deletes this static L SP and associated information.

The LSP must be shut down before it can be deleted. If the LSP is not shut down, the no static-Isp
Isp-name command generates a warning message on the console indicating that the LSPis
administratively up.

Isp-name —identifies the LSP. Allowed values are any string up to 32 characters long composed of
printable, 7-bit ASCI| characters. If the string contains special characters (#, $, spaces, €tc.), the
entire string must be enclosed within double quotes.

push label nexthop ip-address
no push label

config>router>mpls>static-Isp

This command specifiesthe label to be pushed onto the label stack and the next-hop IP address for the
static LSP.

The no form of this command removes the association of the label to push for the static L SP.

label — specifiesthe label to push on the label stack

Label values 16 through 31 are 7705 SAR reserved

Label values 32 through 1023 are available for static assignment

Label values 1024 through 2047 are reserved for future use

Label values 2048 through 18431 are statically assigned for services

Label values 28672 through 131071 are dynamically assigned for both MPLS and services
Label values 131072 through 1048575 are reserved for future use.

Values 16 to 1048575

ip-address — specifies the | P address of the next hop towards the L SP egress router. If an ARP entry
for the next hop exists, then the static LSP is marked operational. If an ARP entry does not exist,
the software sets the operational status of the static L SP to down and continues to send an ARP
request for the configured next hop at fixed intervals.
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Syntax
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to ip-address
config>router>mpls>static-Isp

This command specifies the system | P address of the egress router for the static L SP. For L SPs that
are used as transport tunnels for services, the to ip-address must be the system IP address. If the
to ip-address does not match the SDP address, the L SP is not included in the SDP definition.

This command is required when creating an LSP.

ip-address —identifies the egress router system address

Values ab.cd

n/a

static-Isp-fast-retry

Syntax

Context

Description

Parameters

Default

static-lIsp-fast-retry seconds
no static-Isp-fast-retry

config>router>mpls

This command specifies the fast-retry timer that can be configured for static L SPs. When a static L SP
istrying to come up, MPL S triesto resolve the ARP entry for the next hop of the LSP. If the next hop
is still down or unavailable, the request may fail. In that case, MPL S starts a non-configurable timer
of 30 seconds before making the next request. The fast-retry timer allows the user to configure a
shorter retry timer so that the L SP comes up shortly after the next hop is available.

seconds — fast-retry timer value, in seconds
Values 1to 30
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Configuration Commands (RSVP-TE)

e Generic Commands on page 137
e Interface Commands on page 142
* Message Pacing Commands on page 148
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Generic Commands

rsvp

Syntax
Context

Description

Default

shutdown

Syntax

Context

Description

Default

[no] rsvp
config>router

This command creates the RSV P-TE protocol instance and enables RSV P-TE configuration.
RSVP-TE is enabled by default.

RSVP-TE isused to set up L SPs. RSVP-TE should be enabled on all router interfaces that participate
insignaled LSPs.

The no form of this command deletes this RSV P-TE protocol instance and removes all configuration
parameters for this RSVP-TE instance. To suspend the execution and maintain the existing
configuration, use the shutdown command. RSVP-TE must be shut down before the RSVP-TE
instance can be deleted. If RSVP-TE is not shut down, the no rsvp command does nothing except
issue a warning message on the console indicating that RSVP-TE is still administratively enabled.

no shutdown

[no] shutdown

config>router>rsvp
config>router>rsvp>interface

This command disables the RSV P-TE protocol instance or the RSV P-related functions for the
interface. The RSVP-TE configuration information associated with this interface is retained. When
RSVP-TE is administratively disabled, al the RSVP-TE sessions are torn down.

The no form of this command administratively enables RSV P-TE on the interface.

shutdown
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graceful-shutdown

Syntax

Context

Description
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[no] graceful-shutdown

config>router>rsvp
config>router>rsvp>interface

This command initiates a graceful shutdown of the specified RSV P interface (referred to as a
maintenance interface) or all RSV P interfaces on the node (referred to as a maintenance node). When
this command is executed, the node performs the following operationsin no specific order.

A PathErr message with an error sub-code of "Local Maintenance on TE Link required” is generated
for each LSPthat isin transit at this node and is using a maintenance interface as its outgoing
interface. A PathErr message with the error code “Loca node maintenance required” is generated if
all interfaces are affected.

A single make-before-break attempt is performed for all adaptive CSPF L SPs that originate on the
node and whose paths make use of the maintenance interfaces listed in the PathErr message. If an
alternative path for an affected LSP is not found, the LSP is maintained on its current path. The
maintenance node also tears down and resignals any bypass or detour L SP that uses the maintenance
interfaces as soon as they are not active. The maintenance node floods an IGP TE LSA/LSP
containing aLink TLV for the links under graceful shutdown with the Traffic Engineering metric set
to Oxffffffff and the Unreserved Bandwidth parameter set to zero (0).

Upon receipt of the PathErr message, an intermediate L SR tears down and resignal s any bypass L SP
whose path makes use of the listed maintenance interfaces as soon as no associations with a protected
L SP are active. The node does not take any action on a detour L SP whose path makes use of the listed
maintenance interfaces.

Upon receipt of the PathErr message, a head-end LER performs a single make-before-break attempt
on the affected adaptive CSPF LSP. If an aternative path is not found, the LSP is maintained on its
current path.

A node does not take any action on the paths of the following originating L SPs after receiving the
PathErr message:

e an adaptive CSPF L SP for which the PathErr indicates a node address in the address list and
the node corresponds to the destination of the LSP. In this case, there are no alternative paths
that can be found.

e an adaptive CSPF L SP whose path has explicit hops defined using the listed maintenance
interfaces or node

e aCSPF LSP that has the adaptive option disabled and whose current path is over the listed
maintenance interfaces in the PathErr message. These are not subject to make-before-break.

e anon-CSPF LSP whose current path is over the listed maintenance interfacesin the PathErr
message

Upon receipt of the updated IPG TE L SA/LSP for the maintenance interfaces, the head-end LER
updates the TE database. This information will be used at the next scheduled CSPF computation for
any L SP whose path might traverse any of the maintenance interfaces.

7705 SAR OS MPLS Guide



Default

keep-multiplier

Syntax
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Description

Default

Parameters
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The no form of the command disables the graceful shutdown operation at the RSV P interface level or
at the RSV P level. The configured TE parameters of the maintenance links are restored and the
maintenance node floods the links.

n/a

[no] keep-multiplier number
no keep-multiplier

config>router>rsvp

The keep-multiplier number isan integer used by RSVP-TE to declare that areservation is down or
the neighbor is down.The keep-multiplier number is used with the refresh-time command to
determine when RSV P-TE will declare the session down.

The no form of this command reverts to the default value.

3

number — specifies the keep-multiplier value

Values 1to 255

rapid-retransmit-time

Syntax

Context

Description

Default

Parameters

rapid-retransmit-time hundred-milliseconds
no rapid-retransmit-time

config>router>rsvp

This command is used to define the value of the rapid retransmission interval. Thisisused in the
retransmission mechanism based on an exponential backoff timer in order to handle unacknowledged
message-_id objects. The RSV P-TE message with the same message-id is retransmitted every

2 x rapid-retransmit-time interval. The node will stop retransmission of unacknowledged RSVP-TE
messages whenever the updated backoff interval exceeds the value of the regular refresh interval or
the number of retransmissions reaches the value of the rapid-retry-limit parameter, whichever comes
first.

The rapid retransmission interval must be smaller than the regular refresh interval configured in
config>router>rsvp>refresh-time.

The no form of this command reverts to the default value.

5 (which represents 500 msec)

hundred-milliseconds — 1 to 100, in units of 100 msec
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rapid-retry-limit
Syntax rapid-retry-limit number
no rapid-retry-limit
Context config>router>rsvp

Description This command is used to define the value of the rapid retry limit. Thisis used in the retransmission
mechanism based on an exponential backoff timer in order to handle unacknowledged message id
objects. The RSV P-TE message with the same message id is retransmitted every 2 x rapid-
retransmit-time interval. The node will stop retransmission of unacknowledged RSV P-TE messages
whenever the updated backoff interval exceeds the value of the regular refresh interval or the number
of retransmissions reaches the value of the rapid-retry-limit parameter, whichever comes first.

The no form of this command reverts to the default value.

Default 3

Parameters number — 1 to 6, integer values

refresh-reduction-over-bypass

Syntax refresh-reduction-over-bypass [enable | disable]
Context config>router>rsvp

Description This command enables the refresh reduction capabilities over al bypass tunnels originating on this
7705 SAR PLR node or terminating on this 7705 SAR Merge Point (MP) node.

By default, thisis disabled. Since a bypass tunnel may merge with the primary LSP path in a node
downstream of the next hop, there is no direct interface between the PLR and the MP nodeand it is
possible that the latter will not accept summary refresh messages received over the bypass.

When disabled, the node asaPLR or MP will not set the “ Refresh-Reduction-Capable” bit on
RSV P-TE messages pertaining to L SP paths tunneled over the bypass. It will also not send
message-id in RSV P-TE messages. This effectively disables summary refresh.

Default disable
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refresh-time

Syntax refresh-time seconds
no refresh-time

Context config>router>rsvp

Description This command controls the interval, in seconds, between the successive PATH and RESV refresh
messages. RSV P-TE declares the session down after it misses keep-multiplier number consecutive
refresh messages.

The no form of this command reverts to the default value.

Default 30

Parameters seconds — specifies the refresh time in seconds
Values 1to 65535
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Interface Commands

interface

Syntax
Context

Description

Parameters

[no] interface ip-int-name
config>router>rsvp

This command enables RSVP-TE protocol support on an IP interface. No RSVP-TE commands are
executed on an IP interface where RSV P-TE is not enabled.

The no form of this command deletes all RSV P-TE commands such as hello-interval and
subscription, which are defined for the interface. The RSVP-TE interface must be shut down before
it can be deleted. If the interface is not shut down, the no inter face ip-int-name command does
nothing except issue a warning message on the console indicating that the interface is
administratively up.

ip-int-name — specifies the network 1P interface. The interface name cannot be in the form of an IP
address. Allowed values are any string up to 32 characters long composed of printable, 7-bit
ASCII characters. If the string contains special characters (#, $, spaces, €etc.), the entire string
must be enclosed within double quotes.

Values 1 to 32 adphanumeric characters

authentication-key

Syntax

Context

Description
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authentication-key [authentication-key | hash-key] [hash | hash?2]
no authentication-key

config>router>rsvp>interface

This command specifies the authentication key to be used between RSV P-TE neighbors to
authenticate RSV P-TE messages. Authentication uses the MD5 message-based digest.

When enabled on an RSVP-TE interface, authentication of RSV P-TE messages operatesin both
directions of the interface.

A 7705 SAR node maintains a security association using one authentication key for each interface to
aneighbor. The following items are stored in the context of this security association:

¢ the HMAC-MD5 authentication algorithm

» thekey used with the authentication algorithm

« thelifetime of the key; the user-entered key isvalid until the user deletesit from the interface
«  the source address of the sending system

« thelatest sending sequence number used with this key identifier
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A 7705 SAR RSVP-TE sender transmits an authenticating digest of the RSVP-TE message,
computed using the shared authentication key and a keyed hash algorithm. The message digest is
included in an integrity object that also contains a flags field, akey identifier field, and a sequence
number field. The 7705 SAR RSV P-TE sender complies with the procedures for RSV P-TE message
generation in RFC 2747, RSVP Cryptographic Authentication.

A 7705 SAR RSVP-TE receiver uses the key together with the authentication algorithm to process
received RSV P-TE messages.

When a PLR node switches the path of the L SP to a bypass L SP, it does not send the integrity object
in the RSV P-TE messages sent over the bypass tunnel. If the PLR receives an RSV P-TE message
with an integrity object, it will perform the digest verification for the key of the interface over which
the packet was received. If thisfails, the packet is dropped. If the received RSVP-TE messageis an
RESV message and does not have an integrity object, then the PLR node will accept it only if it
originated from the MP node.

A 7705 SAR MP node will accept RSVP-TE messages received over the bypass tunnel with and
without the integrity object. If an integrity object is present, the proper digest verification for the key
of the interface over which the packet was received is performed. If thisfails, the packet is dropped.

The 7705 SAR MD5 implementation does not support the authentication challenge proceduresin
RFC 2747.

The no form of this command disables authentication.

Default no authentication-key — the authentication key value is the null string

Parameters authentication-key — specifies the authentication key. The key can be any combination of ASCII
characters up to 16 charactersin length (unencrypted). If the string contains special characters (#,
$, spaces, etc.), the entire string must be enclosed within double quotes.

hash-key — specifies the hash key. The key can be any combination of up 33 aphanumeric
characters. If spaces are used in the string, enclose the entire string in quotation marks (* ).

Thisis useful when a user must configure the parameter, but for security purposes, the actual
unencrypted key value is not provided.

hash — specifiesthe key is entered in an encrypted form. If the hash keyword is not used, the key is
assumed to be in a non-encrypted, clear text form. For security, all keys are stored in encrypted
form in the configuration file with the hash parameter specified.

hash2 — gpecifiesthe key is entered in amore complex encrypted form. If the hash2 keyword is not
used, the less-encrypted hash form is assumed.
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bfd-enable

Syntax [no] bfd-enable
Context config>router>rsvp>interface

Description This command enables the use of bidirectional forwarding (BFD) to control the state of the associated
RSVP-TE interface. This causes RSVP-TE to register the interface with the BFD session on that
interface.

The user configures the BFD session parameters, such astransmit-interval, receive-interval, and
multiplier, under the I P interface in the config>router > inter face>bfd context.

The BFD session on the interface might already have been started because of a prior registration with
another protocol; for example, OSPF or IS-IS.

The registration of an RSV P-TE interface with BFD is performed when a neighbor getsitsfirst
session, which means registration occurs when this node sends or receives anew PATH message over
the interface. However, if the session did not come up due to not receiving an RESV for anew PATH
message sent after the maximum number of retries, the LSP is shut down and the node deregisters
with BFD. In general, the registration of RSV P-TE with BFD is removed as soon as the last
RSVP-TE session is cleared.

The registration of an RSVP-TE interface with BFD is performed independently of whether
RSVP-TE hello is enabled on the interface or not. However, hello timeout clears all sessions toward
the neighbor and RSV P-TE deregisters with BFD at the clearing of the last session.

An RSVP-TE session is associated with a neighbor based on the interface address that the PATH
message is sent to. If multiple interfaces exist to the same node, each interface is treated as a separate
RSV P-TE neighbor. The user must enable BFD on each interface, and RSV P-TE will register with
the BFD session running with each of those neighbors independently.

Similarly, disabling BFD on the interface results in removing registration of the interface with BFD.

When a BFD session transitions to the down state, the following actions are triggered. For RSVP-TE
signaled L SPs, thistriggers activation of FRR bypass or detour backup LSPs (PLR role), global
revertive (head-end role), and switchover to secondary (if any) (head-end role) for affected L SPswith
FRR enabled. It triggers a switchover to secondary (if any) and scheduling of retries for signaling the
primary path of the non-FRR-affected L SPs (head-end role).

The no form of this command removes BFD from the associated RSV P-TE protocol adjacency.

Default no bfd-enable
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hello-interval

Syntax hello-interval milli-seconds
no hello-interval

Context config>router>rsvp>interface

Description This command configures the time interval between RSVP-TE hello messages.

RSVP-TE hello packets are used to detect loss of RSV P-TE connectivity with the neighboring node.
Hello packets detect the loss of a neighbor more quickly than it would take for the RSVP-TE session
to time out based on the refresh interval. After the loss of the of keep-multiplier number consecutive
hello packets, the neighbor is declared to be in adown state.

The no form of this command reverts to the default value of the hello-interval. To disable sending
hello messages, set the value to zero.

Default 3000

Parameters milli-seconds — specifies the RSVP-TE hello interval in milliseconds, in multiples of 1000. A O
(zero) vaue disables the sending of RSV P-TE hello messages.

Values 0 to 60000 milliseconds (in multiples of 1000)

refresh-reduction

Syntax [no] refresh-reduction
Context config>router>rsvp>interface

Description This command enables the use of the RSVP-TE overhead refresh reduction capabilities on this
RSVP-TE interface.

When this option is enabled, a 7705 SAR node will enable support for three capabilities:

e it will accept bundle RSV P-TE messages from its peer over thisinterface
e it will attempt to perform reliable RSV P-TE message delivery to its peer
e it will use summary refresh messages to refresh PATH and RESV states

The reliable message delivery must be explicitly enabled by the user after refresh reduction is
enabled. The other two capabilities are enabled immediately.

A bundle RSVP-TE message isintended to reduce the overall message handling load. A bundle
message consists of a bundle header followed by one or more bundle sub-messages. A sub-message
can be any regular RSV P-TE message except another bundle message. A 7705 SAR node will only
process received bundle RSV P-TE messages but will not generate them.

When reliable RSV P-TE message delivery is supported by both the node and its peer over the
RSVP-TE interface, an RSVP-TE message is sent with amessage _id object. A message id object can
be added to any RSV P-TE message when sent individually or as a sub-message of a bundle message.
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If the sender setsthe ack_desired flag in the message_id object, the receiver acknowledges the receipt
of the RSVP-TE message by piggy-backing a message_ack object to the next RSVP-TE message it
sendsto its peer. Alternatively, an ACK message can also be used to send the message _ack object. In
both cases, one or many message_ack objects could be included in the same message.

The 7705 SAR supports the sending of separate ACK messages only, but is capable of processing
received message_ack objects piggy-backed to hop-by-hop RSV P-TE messages, such as PATH and
RESV.

The 7705 SAR setsthe ack_desired flag only in non-refresh RSV P-TE messages and in refresh
messages that contain new state information.

A retransmission mechanism based on an exponentia backoff timer is supported in order to handle
unacknowledged message id objects. The RSV P-TE message with the same message_id is
retransmitted every 2 x rapid-retransmit-time interval. The rapid-retransmit-time is referred to as the
rapid retransmission interval because it must be smaller than the regular refresh interval configuredin
the config>router >r svp>refresh-time context. There is aso a maximum number of retransmissions
of an unacknowledged RSV P-TE message rapid-retry-limit. The node will stop retransmission of
unacknowledged RSV P-TE messages whenever the updated backoff interval exceedsthe value of the
regular refresh-time interval or the number of retransmissions reaches the value of the rapid-retry-
limit parameter, whichever comes first. These two parameters are configurable globally on a system
in the config>router>rsvp context.

Summary refresh consists of sending a summary refresh message containing amessage id list object.
The fields of this object are populated each with the value of the message identifier field in the
message_id object of apreviously sent individual PATH or RESV message. The summary refresh
message is sent every refresh regular interval as configured by the user using the refresh-time
command in the config>router >rsvp context. The receiver checks each message id object against
the saved PATH and RESV states. If amatch isfound, the state is updated asif aregular PATH or
RESV refresh message was received from the peer. If a specific message identifier field does not
match, then the node sends amessage id_nack object to the originator of the message.

The above capabilities are referred to collectively as “refresh overhead reduction extensions’. When
the refresh-reduction is enabled on a 7705 SAR RSV P-TE interface, the node indicates this to its peer
by setting a*“ refresh-reduction-capable” bit in the flagsfield of the common RSV P-TE header. If both
peers of an RSV P-TE interface set this bit, al the above three capabilities can be used. Furthermore,
the node monitors the settings of this bit in received RSV P-TE messages from the peer on the
interface. As soon as this bit is cleared, the 7705 SAR stops sending summary refresh messages. If a
peer did not set the “refresh-reduction-capable” bit, a node does not attempt to send summary refresh

messages.

However, if the peer did not set the “refresh-reduction-capable” bit, then a node with refresh
reduction enabled and reliable message delivery enabled will still attempt to perform reliable message
delivery with this peer. If the peer does not support the message id object, it returns the error message
“unknown object class’. In this case, the 7705 SAR node retransmits the RSV P-TE message without
the message _id object and revertsto using this method for future messages destined for this peer.

The no form of the command reverts to the default value.

no refresh-reduction
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Syntax
Context

Description

Default

subscription

Syntax

Context

Description

Default

Parameters
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[no] reliable-delivery
config>router>rsvp>interface>refresh-reduction

This command enables reliable delivery of RSVP-TE messages over the RSVP-TE interface. When
refresh-reduction is enabled on an interface and reliable-delivery is disabled, then the 7705 SAR
will send amessage id and not set ACK desired in the RSV P-TE messages over the interface. Thus,
the 7705 SAR does not expect an ACK but will accept it if received. The node will also accept
message ID and reply with an ACK when requested. In this caseg, if the neighbor set the “refresh-
reduction-capable” bit in the flags field of the common RSV P-TE header, the node will enter
summary refresh for a specific message id it sent regardless of whether it received an ACK or not to
this message from the neighbor.

Finaly, when the reliable-delivery option is enabled on any interface, RSVP-TE message pacing is
disabled on al RSVP-TE interfaces of the system; for example, the user cannot enable the
msg-pacing option in the config>router >rsvp context, and an error message isreturned in CL1.
Conversely, when the msg-pacing option is enabled, the user cannot enable the reliable-delivery
option on any interface on this system. An error message will also be generated in CLI after such an
attempt.

The no form of the command reverts to the default value.

noreliable-delivery

subscription percentage
no subscription

config>router>rsvp>interface

This command configures the percentage of the link bandwidth that RSV P-TE can use for reservation
and setsalimit for the amount of over-subscription or under-subscription alowed on the interface.

When the subscription is set to zero, no new sessions are permitted on this interface. If the
percentage is exceeded, the reservation is rejected and alog message is generated.

The no form of this command reverts the percentage to the default value.

100

percentage — specifies the percentage of the interface's bandwidth that RSVP-TE allows to be used
for reservations

Values 0to 1000
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Message Pacing Commands

msg-pacing

Syntax
Context

Description

Default

max-burst

Syntax

Context

Description

Default

Parameters

period

Syntax

Context

Description

Default

Parameters
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[no] msg-pacing
config>router>rsvp

This command enables RSV P-TE message pacing, which is defined by the max-burst and period
commands. A count is kept of the messages that were dropped because the output queue for the
interface used for message pacing was full.

no msg-pacing

max-burst number
no max-burst

config>router>rsvp>msg-pacing

This command specifies the maximum number of RSVP-TE messages that can be sent under normal
operating conditions, as specified by the period command. The no form of this command revertsto
the default value.

650

number — maximum number of RSV P-TE messages

Values 10 to 1000, in increments of 10

period milli-seconds
no period

config>router>rsvp>msg-pacing

This command specifies the time interval, in milliseconds, during which the router can send
RSVP-TE messages, as specified by the max-burst command. The no form of this command reverts
to the default value.

100

milli-seconds —the time interval during which the router can send RSV P-TE messages

Values 10 to 1000 milliseconds, in increments of 10 milliseconds
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Show Commands (MPLS)

admin-group
Syntax

Context
Description

Parameters

Output

admin-group group-name

show>router>mpls

This command displays MPL S administrative group information.
group-name — specifies the administrative group name

The following output is an example of MPLS administrative group information, and Table 8
describesthe fields.

Sample Output

A: ALU- 1# show router npls adm n-group

MPLS Admini strative G oups

Group Name Group Val ue
green 15
red 25
yel | ow 20

No. of Groups: 3

A ALU- 1#
Table 8: Show Router MPLS Admin-Group Output Fields
Label Description
G oup Name The name of the administrative group. The name identifies the
administrative group within arouter instance.
Group Val ue The unique group value associated with the administrative group.
If the value displays “-1", then the group value for this entry has not
been set.
No. of Groups Thetotal number of configured administrative groups within the router
instance
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bypass-tunnel

Syntax bypass-tunnel [to ip-address] [protected-Isp [Isp-name]] [dynamic | manual] [detail]
Context show>router>mpls

Description If fast reroute is enabled on an L SP and the facility method is selected, instead of creating a separate
LSPfor every LSP that isto be backed up, asingle LSPis created that serves as a backup for a set of
LSPs. Thistype of LSP tunnel is called a bypass tunnel.

Parameters ip-address — specifies the | P address of the egress router
Isp-name — specifies the name of the L SP protected by the bypass tunnel
dynamic — displays dynamically assigned labels for bypass protection
manual — displays manually assigned labels for bypass protection
detail — displays detailed information

Output  Thefollowing output is an example of MPLS bypass tunnel information, and Table 9 describes the
fields.

Sample Output

A: ALU- 12>showsr out er >npl s# bypass-tunnel to 10.20.1.4

Legend : m- Manual d - Dynamc

To State Qut I/F CQut Label Reserved Prot ect ed Type
BW ( Kbps) LSP Count

10.20.1.4 Up | ag *o* 131071 0

Bypass Tunnels : 1

A: ALU- 12>showsr out er >npl s#

Table 9: Show Router MPLS Bypass-Tunnel Output Fields

Label Description

To The system IP address of the egress router

State The LSP's administrative state

Qt I/F The name of the network IP interface

Qut Label Theincoming MPLS label on which to match

Reserved BW The amount of bandwidth in kilobytes per second (Kbps) reserved for
(Kbps) the LSP
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Description

Parameters

Output
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Table 9: Show Router MPLS Bypass-Tunnel Output Fields (Continued)

Label Description

Protected LSP The number of times this LSP has used a protected L SP
Count

Type The type of protected LSP

interface [ip-int-name | ip-address] [label-map [label]]
interface [ip-int-name | ip-address] statistics

show>router>mpls

This command displays MPLS interface information.

ip-int-name — identifies the network I P interface. The interface name cannot be in the form of an IP
address. Allowed values are any string up to 32 characters long composed of printable, 7-bit
ASCI| characters. If the string contains special characters (#, $, spaces, €tc.), the entire string
must be enclosed within double quotes.

ip-address — specifies the system or network interface | P address
label-map label — specifiesthe MPLS label on which to match
Values 32t0 1023

statistics — displays | P address and the number of packets and octets sent and received on an
interface basis

The following output is an example of MPL S interface information, and Table 10 describes the fields.

Sample Output

ALU- 12# show router npls interface

MPLS Interfaces

Interface Port-id Adm Qpr TE-metric
system vport-1 Up Up None
Admi n G oups None
Srlg G oups None
i p-10.10.1.2 1/1/1 Up Up None
Admi n G oups None
Srlg G oups None
i p-10.10.4.2 1/1/2 Up Up None
Admi n G oups None
Srlg G oups None
i p-10.10.3.2 1/1/3 Up Up None
Admi n G oups None
Srlg G oups None
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Interfaces : 4

ALU- 12#

*A: ALU- 48>conf i g>rout er >npl s# show router npls interface "to-104" | abel -map 35

MPLS Interface : to-104 (Label - Map 35)

In Label In I/F Qut Label Qut I/F Next Hop Type Adm Opr

Interfaces : 1

*A: ALU- 48>conf i g>r out er >npl s#

ALU- 12# show router npls interface statistics

MPLS Interface (statistics)

Interface : ip-10.10.1.1
Transmitted : Pkts - 6 Cctets - 540
Recei ved . Pkts - 0 Cctets - O
Interface : ip-10.10.2.1
Transmitted : Pkts - O Cctets - O
Recei ved . Pkts - 0 Cctets - O
Interface : ip-10.10.3.1
Transmitted : Pkts - O Cctets - O
Recei ved . Pkts - 0 Cctets - O
ALU- 12#

Table 10: Show Router MPLS Interface Output Fields

Label Description

Interface The interface name

Port-id The port ID in the slot/mda/port format

Adm The administrative state of the interface

Opr The operational state of the interface

Te-netric The traffic engineering metric used on the interface

Srlg Goups The shared risk link group (SRLG)

Interfaces The total number of interfaces

Transmitted The number of packets and octets transmitted from the interface
Recei ved The number of packets and octets received
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Table 10: Show Router MPLS Interface Output Fields (Continued)

Label Description

I n Label The ingress label

In 1/F Theingressinterface

Qut Label The egress label

Qut I/F The egress interface

Next Hop The next-hop |P address for the static LSP

Type Indicates whether the label value is statically or dynamically assigned

label start-label [end-label | in-use | label-owner]
show>router>mpls
This command displays MPLS label s exchanged.
start-label — specifies the label value assigned at the ingress router
end-label — specifies the label value assigned for the egress router
in-use — specifies the number of in-use labels displayed
|abel-owner — specifies the owner of the label

Values static, tldp

The following output is an example of MPL S label information, and Table 11 describes the fields.

Sample Output

ALU- 12# show router npls |abel 32

MPLS Label 32

Label Label Type Label Oaner

2 static-lsp  Not-inuse
In-use labels in entire range : 7
ALU- 12#
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Table 11: Show Router MPLS Label Output Fields

Label Description

Label The value of the label

Label Type Specifies whether the label value is statically or dynamically assigned
Label Owner The label owner

I n-use |l abel s in | Thetotal number of labels being used
entire range

label-range

Syntax label-range
Context show>router>mpls

Description This command displays the MPLS label range.

Output  Thefollowing output is an example of MPLS label range information, and Table 12 describes the
fields.

Sample Output

ALU- 12# show router npls |abel -range

Label Ranges

Label Type Start Label End Label Agi ng Total Avail able
static-1sp 32 1023 - 991
static-svc 2048 18431 - 16383

dynami ¢ 32768 131071 0 98301

ALU- 12#

Table 12: Show Router MPLS Label Range Output Fields

Label Description

Label Type Displays information about static-lsp, static-svc, and dynamic label
types

Start Label The label value assigned at the ingress router

End Label The label value assigned for the egress router
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Table 12: Show Router MPLS Label Range Output Fields (Continued)

Label Description

Agi ng The number of labels released from a service that are transitioning

back to the label pool. Labels are aged 15 seconds.

Total Avail abl e The number of label values available

Isp [Isp-name] [status {up | down}] [from ip-address | to ip-address] [detail]

Isp {transit | terminate} [status {up | down}] [from ip-address | to ip-address | Isp-name

name] [detail]

Isp count

Isp Isp-name activepath

Isp [Isp-name] path [path-name] [status {up | down}] [detail]
Isp [Isp-name] path [path-name] mbb

show>router>mpls

This command displays L SP details.

| sp-name — specifies the name of the LSP used in the path

status up — displays an L SP that is operationally up

status down — displays an L SP that is operationally down

from ip-address — displays the | P address of the ingress router for the LSP
to ip-address —displays the | P address of the egress router for the LSP
transit — displays the L SPs that transit the router

terminate — displays the L SPs that terminate at the router

name — displays the IP address of the named L SP

count — displays the total number of LSPs

activepath — displays the present path being used to forward traffic
path-name — specifies the name of the path carrying the LSP

mbb — displays make-before-break (MBB) information

detail — displays detailed information
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Output The following outputs are examples of MPLS L SP information:

e MPLSLSP (Sample Output, Table 13)

*  MPLSLSP Detail (Sample Output, Table 14)

e MPLSLSP Path Detail (Sample Output, Table 15)
e MPLSLSP Path MBB (Sample Output, Table 16)

Sample Output

A: ALU- 48# show router npls |sp

MPLS LSPs (Originating)

LSP Nanme To Fastfail Adm  Qpr
Config

to-104 10. 10. 10. 104 Yes Up Up
to-103 0.0.0.0 Yes Up Up
t0-99 10. 10. 10. 99 No Up Up
t 0- 100 10. 10. 10. 100 No Up Up
to-49 10. 20. 30. 49 No Dwn Up
LSPs 5

A ALU- 48#

*A: ALU- 48# show router npls |sp to-104

MPLS LSPs (Originating)

LSP Nane To Fastfail Adm  Opr
Config

to-104 10. 10. 10. 104 Yes Up Dwn

LSPs 1

*A ALU- 48#
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Table 13: Show Router MPLS LSP Output Fields

Label Description
LSP Name The name of the L SP used in the path
To The system | P address of the egress router for the LSP
Fast Fai | enabl ed —fast rerouteis enabled. In the event of afailure, trafficis
Config immediately rerouted on the pre-computed protection LSP, thus minimizing
packet loss
di sabl ed —thereisno protection L SP from each node on the primary path
Adm St at e Down — the path isadministratively disabled
Up —the path isadministratively enabled
Qper State Down — the path is operationally down
Up — the pathisoperationally up
LSPs The total number of L SPs configured

Sample Output

*A: ALU- 48# show router npls |sp to-104 detail

MPLS LSPs (Originating) (Detail)

LSP Nane : to-104 LSP Tunnel ID
From : 10.10. 10. 103 To

Adm St ate Up Oper State
LSP Up Time : 0d 00:00: 00 LSP Down Ti ne
Transitions : O Pat h Changes
Retry Limt : O Retry Tinmer

Si gnal i ng RSVP Resv. Style
Hop Limt 10 Negoti ated MIuU
Adaptive Enabl ed

Fast Reroute : Enabl ed Oper FR

FR Met hod Facility FR Hop Limt
FR Bandwi dt h: 0 Mops FR Node Protect:
FR Obj ect Enabl ed

CSPF Enabl ed ADSPEC

Metric 1 Use TE netric
I ncl ude G ps: Excl ude G ps
None None

Type Regul ar Lsp

Secondary : secondary-path Down Ti ne
Bandwi dt h 50000 Mops

Primary : to-NYC Down Ti ne
Bandwi dt h : 0 Mops

10. 10. 10

Down

0d 00: 46

0

30 sec
FF

0

Di sabl ed
16
Enabl ed

Enabl ed
Di sabl ed

0d 00: 46

0d 00: 46

50

50
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Table 14: Show Router MPLS LSP Detail Output Fields

Label Description
LSP Nane The name of the LSP used in the path
From The IP address of the ingress router for the LSP
To The system | P address of the egress router for the LSP
Adm St at e Down — the path isadministratively disabled
Up — the path isadministratively enabled
Qper State Down — the path is operationally down
Up —the pathisoperationaly up
LSP Up Tine The length of time the L SP has been operational

LSP Down Ti ne

The total time in increments that the L SP path has not been operational

Transi tions

The number of transitions that have occurred for the LSP

Pat h Changes

The number of path changes this L SP has had. For every path change
(path down, path up, path change), a corresponding syslog/trap (if
enabled) is generated.

Retry Limt

The number of attempts that the software should make to re-establish
the LSP after it hasfailed

Retry Tiner

Thetime, in seconds, for L SP re-establishment attempts after an LSP
failure

Si gnal i ng

Specifies the signaling style

Resv Style

se — specifies ashared reservation environment with alimited
reservation scope. Thisreservation style creates asingle reservation
over alink that is shared by an explicit list of senders.

ff — specifies ashared reservation environment with an explicit
reservation scope. Specifies an explicit list of senders and a distinct
reservation for each of them.

Hop Limit

The maximum number of hops that an L SP can traverse, including the
ingress and egress routers

Negoti ated Mru

The size of the maximum transmission unit (MTU) that is negotiated
during establishment of the LSP

Adaptive

Indicates whether make-before-break is enabled or disabled for
resignaled paths
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Table 14: Show Router MPLS LSP Detail Output Fields (Continued)

Label

Description

Fast Reroute

Enabl ed —fast rerouteisenabled. Intheevent of afailure, trafficis
immediately rerouted on the pre-computed protection L SP, thus
minimizing packet loss.

Di sabl ed —thereisno protection L SP from each node on the
primary path

Oper FR

Indicates whether FRR has been enabled or disabled

FR Met hod

The type of Fast Reroute (FRR) that is used by the path

FR Hop Limit

The total number of hops a protection L SP can take before merging
back onto the main L SP path

FR Bandwi dt h

The amount of bandwidth reserved for fast reroute

FR Node Prot ect

Indicates whether FRR has node protection enabled or disabled

FR Obj ect

Indicates whether signaling the frr-object is on or off

CSPF

Indicates whether CSPF has been enabled or disabled

ADSPEC

enabl ed —the LSP will include advertising data (ADSPEC)
objects in RSV P-TE messages

di sabl ed — the LSP will not include advertising data (ADSPEC)
objects in RSVP-TE messages

Metric

The TE metric value

Use TE netric

Indicates whether the use of the TE metric is enabled or disabled

I ncl ude G ps

The admin groups that are to be included by an L SP when signaling a
path

Excl ude G ps

The admin groups that are to be avoided by an L SP when signaling a
path

Type

The type of LSP

Secondary

The aternate path that the L SP will use if the primary path is not
available

Down Ti nme

The length of time that the path has been down

Bandwi dt h

The amount of bandwidth in megabits per second (Mbps) reserved for
the LSP path

Primary

The preferred path for the LSP
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Sample Output

*A: ALU- 48# show router npls | sp path detail

MPLS LSP Path (Detail)
Legend :

@- Detour Available # - Detour In Use

b - Bandw dth Protected n - Node Protected
LSP 1 Path 1
LSP Nane 1 Path LSP ID : 30226
From 1 10.20.1.1 To :10.20.1.2
Adm St ate : Up Oper State Up
Pat h Name 1 Path Type Primry
Path Admin : Up Pat h Oper Up
Qutinterface: 1/1/1 Qut Label 131071
Path Up Tinme: 0d 00:59: 39 Path Dn Tinme: 0d 00:00: 00
Retry Limt : 20 Retry Tiner 30 sec
RetryAttenpt: O Next Retry *: 0 sec
Bandwi dt h 200 Mops Oper Bandwi *: 50 Mops
Hop Limt : 255
Record Route: Record Record Label: Record
Cper MIu ;1500 Neg Mru 1500
Adapti ve Enabl ed
I ncl ude G ps: Excl ude G ps:
None None
Path Trans : 9 CSPF Queries: 205
Fai l ure Code: noError Fai lure Node: n/a
Expl i ci t Hops:

No Hops Specified
Act ual Hops :

10.10.1.1(10.20.1.1) Record Label N A

-> 10.10.1.2(10.20.1.2) Record Label 131071

Conput edHops:

10.10.1.1 ->10.10.1.2
Last Resi gnal Attenpt: 2008/ 04/08 11:42:33.22 PST Metric 1000
Last MBB:
MBB Type Ti mer - based Resi gnal MBB State Success/ Fai | ed
Ended at 2008/ 04/ 08 11:12:23.76 PST ad Metric 3000
In Progress MBB:
MBB Type Config Change Next Retryln : 16 sec
Started at 2008/ 04/ 08 12:01:02.20 PST RetryAttenpt: 3
Fail ure Code: noCspf Rout eToDesti nati on Failure Node: 10.20.1.1

*A ALU- 48#
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Table 15: Show Router MPLS LSP Path Detail Output Fields

Label Description
LSP Name The name of the L SP used in the path
Path LSP ID The LSPID for the path
From The IP address of the ingress router for the LSP
To The system | P address of the egress router for the LSP
Adm St at e Down — the path isadministratively disabled
Up —the path isadministratively enabled
Qper State Down — the path is operationally down
Up — the path isoperationally up
Pat h Name The alphanumeric name of the path
Pat h Type The type of path: primary or secondary
Path Admin The administrative status of the path
Pat h Oper The operational status of the path

Qutl nterface

The output interface of the LSP

Qut Label

The output label of the LSP

Path Up Tine

The length of time that the path has been operationally up

Pat h Down Ti ne

The length of time that the path has been operationally down

Retry Linmt

The number of times an LSP will retry before giving up completely

Retry Tiner

The length of time between L SP signaling attempts

Retry Attenpt

The number of attempts that have been made to re-establish the
LSP

Next Retry

The time when the next attempt to re-establish the L SP will occur

Bandwi dt h

The amount of bandwidth in megabits per second (Mbps) reserved
for the LSP path

Oper Bandwi dt h

The bandwidth reserved by the L SP

Hop Linmit

The limit on the number of hops taken by the LSP

Record Route

Indicates whether alist of routers for the L SP has been recorded

Record Label

Indicates whether alist of router |abels has been recorded

Oper MIu

The operational MTU of the connection to the next hop
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Table 15: Show Router MPLS LSP Path Detail Output Fields (Continued)

Label Description

Neg Mru The MTU negotiated between the router and its next hop

Adapti ve Indicates whether make-before-break is enabled or disabled for
resignaled paths

I ncl ude G ps The admin groupsthat are to be included by an L SP when signaling

apath

Excl ude G ps

The admin groups that are to be avoided by an L SP when signaling
apath

Pat h Trans The number of times a path has made a transition between up and
down states
CSPF Queri es The number of requests made by the L SP to the TE database

Fai |l ure Code

The reason code for in-progress MBB failure. A value of none
indicates that no failure has occurred.

Fai | ure Node

The | P address of the node in the L SP path at which the in-progress
MBB failed. If no failure has occurred, this valueis none.

Explicit Hops

The hops that have been specified by the user

Act ual Hops

The hops that the route has taken

Record Label

The label recorded at the given hop

Conmput ed Hops

The hops computed and returned from the routing database

Last Resi gnal Att enpt

The system up time when the last attempt to resignal this LSP was
made

Last Resi gnal

The last time the route was resignaled

Metric The value of the metric

Last MBB Header for the last make-before-break (MBB) information

MBB Type An enumerated integer that specifies the type of make-before-break
(MBB) operation. If none displays, then thereisno MBB in
progress or no last MBB.

MBB State The state of the most recent invocation of the make-before-break
functionality

Ended at The system up time when the last MBB ended

ad Metric The cost of the traffic engineered path for the L SP path prior to

MBB

In Progress MBB

Header for the currently in-progress MBB information
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Table 15: Show Router MPLS LSP Path Detail Output Fields (Continued)

Label Description

MBB Type An enumerated integer that specifies the type of make-before-break
(MBB) operation. If none displays, then thereisno MBB in
progress or no last MBB.

Next Retryln The amount of time remaining, in seconds, before the next attempt
is made to retry the in-progress MBB

Started At The time the current MBB began

Ret r yAt t enpt

The number of attempts for the MBB in progress

Fai | ure Code

The reason code for in-progress MBB failure. A value of none
indicates that no failure has occurred.

Fai | ure Node

The IP address of the node in the L SP path at which the in-progress
MBB failed. If no failure has occurred, thisvalueis none.

Sample Output

*A:siml# show router npls |sp path nbb

MPLS LSP Path MBB

LSP 1 Path 1

Last Resi gnal Att enpt :

2008/ 04/ 08 11:42:33.22 PST CSPF Metric : O

Last MBB:
MBB Type . Timer-based Resignal MBB State : Success/ Fail ed
Ended at : 2008/ 04/08 11:12:23.76 PST add Metric : 3000

In Progress MBB:

MBB Type : Config Change
Started at : 2008/ 04/08 12:01:02.20 PST
Fai |l ure Code: noCspf RouteToDesti nati on

Last Resi gnal Att enpt:

Next Retryln : 16 sec
RetryAttenpt: 3
Fai lure Node: 10.20.1.1

2008/ 04/ 08 11:42:33.54 PST CSPF Metric : O

Last MBB:
MBB Type : Tiner-based Resignal MBB State : Success/ Fai | ed
Ended at : 2008/ 04/08 11:12:24.76 PST ad Metric : 2000
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Last Resi gnal Attenpt: 2008/04/08 11:42:34.12 PST CSPF Metric : O

In Progress MBB:

MBB Type : G obal Revertive Next Retryln : 10 sec
Started at : 2008/04/08 11:45:02.20 PST RetryAttenpt: 2

Fai l ure Code: noCspf Rout eToDesti nati on Fai lure Node: 10.20.1.1
*Asi ml#

Table 16: Show Router MPLS LSP Path MBB Output Fields

Label

Description

Last Resi gnal Att enpt

The system up time when the last attempt to resignal this LSP
was made

CSPF Metric The value of the CSPF metric

Last MBB Header for the last make-before-break (MBB) information

MBB Type An enumerated integer that specifies the type of make-before-
break (MBB) operation. If none displays, then thereisno MBB
in progress or no last MBB.

MBB St ate The state of the most recent invocation of the make-before-break
functionality

Ended at The system up time when the last MBB ended

ad Metric The cost of the traffic-engineered path for the L SP path prior to

MBB

In Progress MBB

Header for the currently in-progress MBB information

MBB Type An enumerated integer that specifies the type of make-before-
break (MBB) operation. If none displays, then thereisno MBB
in progress or no last MBB.

Next Retryl n The amount of time remaining, in seconds, before the next
attempt is made to retry the in-progress MBB

Started At The time that the current MBB began

RetryAt t enpt

The number of attempts for the MBB in progress

Fai | ure Code

The reason code for in-progress MBB failure. A value of none
indicates that no failure has occurred.

Fai | ure Node

The IP address of the node in the LSP path at which the
in-progress MBB failed. When no failure has occurred, this
valueisnone.
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path

Syntax path [path-name] [Isp-binding]
Context show>router>mpls
Description This command displays MPLS paths.
Parameters path-name —the unique name label for the L SP path
Isp-binding — displays binding information
Output  Thefollowing output is an example of MPLS path information, and Table 17 describes the fields.

Sample Output

A: ALU- 12# show router npls path

MPLS Pat h:
Pat h Name Adm Hop | ndex | P Address Strict/Loose
nyc_to_sjc_via_dfw Up 20 100.20.1.4 Strict

30 100.20.1. 6 Strict

40 100.20.1.8 Strict

50 100. 20.1.10 Strict
nyc_to_sjc_via_den Up 10 100.20.1.5 Strict

20 100.20.1.7 Loose

30 100.20.1.9 Loose

40 100.20.1. 11 Loose

50 100. 20. 1. 13 Strict
secondary_pat h2 Down no hops n/a n/ a
Pat hs 3
A ALU 12#
A ALU- 12# show router npls path | sp-binding
MPLS Pat h:
Pat h Name Qpr  LSP Nane Bi ndi ng
nyc_to_sjc_via_ dfw Up NYC_SJC custonerl Primary
nyc_to_sjc_via_den Up NYC_SJC cust oner 1 St andby
secondary_pat h2 Down NYC_SJC custonerl Seconda*
Pat hs 3
A ALU 12#
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Table 17: Show Router MPLS Path Output Fields

Label Description
Pat h Name The unique name label for the L SP path
Adm Down — the path isadministratively disabled

Up —the path isadministratively enabled

Hop | ndex The value used to order the hopsin a path

| P Address The IP address of the hop that the L SP should traverse on the way to
the egress router

Strict/Loose Strict —theLSP musttake adirect path from the previous hop

router to the next router

Loose — theroute taken by the L SP from the previous hop to the
next hop can traverse other routers

Qor The operational status of the path (up or down)
LSP Nane The name of the LSP used in the path
Bi ndi ng Pri mary — the preferred path for the LSP

Secondary —the standby path for the LSP

Pat hs Total number of paths configured

srlg-group
Syntax srlg-group [group-name]
Context show>router>mpls
Description This command displays MPL S shared risk link groups (SRLGS)

Parameters group-name — specifies the name of the SRLG within arouter instance.

Output  Thefollowing output is an example of MPLS SRL G group information, and Table 18 describes the
fields.
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Description

Parameters

Output
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Sample Output

*A: ALU- 48>show>r out er >npl s# srl g-group test2

MPLS Srlg G oups

Group Name Group Val ue Interfaces

No. of Goups: 1

*A: ALU- 48>showsr out er >npl s#

Table 18: Show Router MPLS SRLG Group Output Fields

Label Description

Group Name The name of the SRLG group within arouter instance
Group Val ue The group value associated with this SRL G group

I nterfaces The interface where the SRLG group is associated

No. of Groups The total number of SRL G groups associated with the output

static-Isp [Isp-name]
static-Isp [Isp-type]
static-Isp count

show>router>mpls

This command displays MPLS static L SP information.
Isp-name — name that identifies the L SP. The L SP name can be up to 32 characters long and must be
unique.

Isp-type —type that identifies the LSP. The LSP typeis one of the keywordstransit or terminate,
where ter minate displays the number of static L SPs that terminate at the router, and transit
displays the number of static L SPs that transit the router.

count — the number of static L SPs that originate and terminate at the router

The following output is an example of MPLS static L SP information, and Table 19 describes the
fields.
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Sample Output - static-Isp

ALU- 12# show router npls static-Ilsp

MPLS Static LSPs (Originating)

LSP Nane To Next Hop Qut Label Up/Down Ti e Adm Opr
ID Qut Port

tol31 10.9.9.9 10.1.2.2 131 30d 02:42:53 Up Down
1 n/ a

tol21l 10.8.8.8 10.1.3.2 121 30d 02:42:53 Up Down
2 n/ a

static-lsp_- 10.9.9.9 10.1.2.2 35 0d 01:39: 34 Up Down

cc
3 n/ a

LSPs 3

* A1 ANOTHERNAME>s hows>r out er >npl s#

Sample Output - static-Isp transit

A: ALU- 12# show router npls static-lIsp transit

MPLS Static LSPs (Transit)

I n Label Inl1/F Qut Label Qut I/F Next Hop Adm  Opr
1020 1/1/1 1021 1/1/5 10.10.10.6 Up Up
LSPs 1

Sample Output - static-Isp terminate

*A: ALU- 12>showsr out er >npl s# static-1sp termnate

MPLS Static LSPs (Term nate)

I n Label In Port Qut Label Qut Port Next Hop Adm  Opr
131 1/3/1 n/a n/a n/ a Up Down
121 1/2/1 n/a n/a n/a Up Down
35 1/3/1 n/a n/a n/a Up Down
LSPs 3
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Sample Output - static-Isp count

*A: ALU- 12>showsr out er >npl s# static-1sp count

MPLS Static-LSP Count

Oiginate Transit Term nate

*A: ALU- 12>showsr out er >npl s# static-1sp

Table 19: Show Router MPLS Static LSP Output Fields

Label Description

Lsp Name The name of the L SP used in the path

To The system | P address of the egress router for the LSP

Next Hop The system | P address of the next hop in the LSP path

Qut Label The egress label

Adm Down — indicatesthat the path is administratively disabled
Up — indicatesthat the path is administratively enabled

Opr Down — indicatesthat the path is operationally down
Up —indicatesthat the path is operationally up

LSPs The total number of static LSPs

I n Label Theingress label

In Port The ingress port

Qut Port The egress port

Up/ Down Ti ne The duration that the LSP is either operationally up or down

Static-LSP Count | Thenumber of originating, transit, and terminating static L SPs
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status

Syntax
Context

Description

Output
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status
show>router>mpls

This command displays MPL S operation information.

The following output is an example of MPLS status information, and Table 20 describes the fields.

Sample Output

A: ALU- 48>show router npls status

MPLS St at us

Admi n Status o Up Oper Status o Up

Qper Down Reason : nla

FR Obj ect . Enabl ed Resi gnal Ti mer . Disabl ed
Hol d Ti mer ;1 seconds Next Resi gnal . NA

Srlg Frr : Disabl ed Srlg Frr Strict . Disabl ed
Dynami ¢ Bypass . Enabl ed

LSP Counts Originate Transit Term nate
Static LSPs 0 0 0

Dynami c LSPs 0 0 0

Det our LSPs 0 0 0

A: ALU- 48>confi g>r out er >npl s#

Table 20: Show Router MPLS Status Output Fields

Label Description

Admi n St at us Down —indicatesthat MPLSisadministratively disabled

Up —indicatesthat MPLS isadministratively enabled

Oper Status Down —indicatesthat MPLS is operationally down

Up —indicatesthat MPLS is operationally up

LSP Counts Static LSPs — displaysthe count of static L SPsthat originate,
transit, and terminate on or through the router

Dynam ¢ LSPs — displaysthe count of dynamic L SPsthat
originate, transit, and terminate on or through the router

Det our LSPs — displaysthe count of detour L SPs that originate,
transit, and terminate on or through the router
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Table 20: Show Router MPLS Status Output Fields (Continued)

Label

Description

FR Obj ect

Enabl ed — specifiesthat fast reroute object is signaled for the LSP

Di sabl ed — specifiesthat fast reroute object is not signaled for the
LSP

Resi gnal Ti mer

Enabl ed — specifiesthat the resignal timer is enabled for the LSP

Di sabl ed — specifiesthat the resignal timer is disabled for the LSP

Hol d Ti ner

The amount of time that the ingress node holds before programming its
data plane and declaring the L SP up to the service module

Oper Down Reason

The reason that MPLS is operationally down

Next Resi gnal

The amount of time until the next resignal for the LSP

Dynani ¢ Bypass

Indicates whether dynamic bypassis enabled or disabled

LSP Counts

The number of originate, transit, and terminate L SPs that are static,
dynamic, or detour
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Show Commands (RSVP)

interface

Syntax
Context

Description

Output
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interface [ip-int-name | ip-address] statistics [detail]
show>router>rsvp

This command shows RSV P-TE interface information.

ip-int-name — identifies the network |P interface. The interface name cannot be in the form of an IP
address. Allowed values are any string up to 32 characters long composed of printable, 7-bit
ASCII characters. If the string contains special characters (#, $, spaces, €etc.), the entire string
must be enclosed within double quotes

ip-address —the system or network interface | P address
statistics — the I P address and the number of packets sent and received on an per-interface basis
detail — displays detailed information
The following outputs are examples of RSV P-TE interface information:
¢ RSVP-TE Interface (Sample Output, Table 21)

e RSVP-TE Interface Detail (Sample Output, Table 22)
* RSVP-TE Interface Statistics (Sample Output, Table 23)

Sample Output

A: ALU- 12# show router rsvp interface

RSVP I nterfaces

Interface Tot al Active Total BW Resv BW Adm Qpr
Sessi ons Sessions (Mops) (Mops)

system - - - - Up Up
ip-10.10.1.1 1 1 100 0 U Up
ip-10.10.2.1 1 1 100 0 U Up
i p-10.10.3.1 0 0 100 0 U Up

Interfaces : 4

A ALU- 12#
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Table 21: Show Router RSVP-TE Interface Output Fields
Label Description
Interface The name of the IP interface

Tot al Sessi ons

The total number of RSVP-TE sessions on thisinterface. This count
includes sessions that are active as well as sessions that have been
signaled but aresponse has not yet been received.

Acti ve Sessions

The total number of active RSV P-TE sessions on thisinterface

Total BW (Mops)

The amount of bandwidth in megabits per second (Mbps) available to
be reserved for the RSVP-TE protocol on the interface

Resv BW ( Mops)

The amount of bandwidth in megabits per second (Mbps) reserved on
thisinterface. A value of zero (0) indicates that no bandwidth is
reserved.

Adm Down —the RSVP-TE interface is administratively disabled
Up —the RSVP-TE interface is administratively enabled
Qpr Down — the RSVP-TE interface is operationally down
Up —the RSVP-TE interfaceis operationally up
Interfaces The number of interfaces listed in the display

Sample Output

A: ALU 12# show router rsvp interface detail

RSVP Interfaces (Detail ed)

Interface : system

Admin State : Up
Active Sessions: 0
Total Sessions : 0

Subscri ption ;100 %
Unreserved BW : 0 Mops
Total BW . 0 Mops

Hello Interval : 3000 ns

Port ID : system
Qper State : Up
Active Resvs 0

Port Speed : 0 Mops
Reserved BW : 0 Mops
Aggr egat e . Dsabl

Hello Tinmeouts : 0

Aut hentication : Disabled Bf d Enabl ed : Yes

Auth Rx Seq Num n/a
Auth Tx Seq Num n/a

Auth Key I|d :nla
Auth Wn Size : n/a

Refresh Reduc. : Disabl ed Reliable Deli. : Disabled
Bf d Enabl ed : No

No Nei ghbors.

A ALU 12#
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Table 22: Show Router RSVP-TE Interface Detail Output Fields

Label Description

Interface The name of the network IP interface

Port ID The physical port bound to the interface

Adm n State Down —the RSVP-TE interface is administratively disabled
Up —the RSVP-TE interface is administratively enabled

Qper State Down — the RSVP-TE interfaceis operationally down

Up —the RSVP-TE interfaceis operationally up

Acti ve Sessions

The total number of active RSV P-TE sessions on this interface

Active Resvs

The total number of active RSV P-TE sessions that have reserved
bandwidth

Total Sessions

The total number of RSV P-TE sessions on this interface. This count
includes sessions that are active as well as sessions that have been
signaled but aresponse has not yet been received.

Subscri ption

The percentage of the link bandwidth that RSV P-TE can use for
reservation. When the value is zero (0), no new sessions are permitted
on thisinterface.

Port Speed

The speed for the interface

Unr eserved BW

The amount of unreserved bandwidth

Reserved BW

The amount of bandwidth in megabits per second (Mbps) reserved by
the RSVP-TE session on thisinterface. A value of zero (0) indicates
that no bandwidth is reserved.

Total BW

The amount of bandwidth in megabits per second (Mbps) available to
be reserved for the RSVP-TE protocol on thisinterface

Hell o I nterval

The length of time, in seconds, between the Hello packets that the
router sends on the interface. This value must be the same for all
routers attached to acommon network. When the value is zero (0), the
sending of hello messagesis disabled.

Hel | o Ti neouts

The total number of hello messages that timed out on thisRSVP-TE
interface

Aut henti cati on

Enabl ed — MD5 authentication is enabled

Di sabl ed — MD5 authentication is disabled
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Table 22: Show Router RSVP-TE Interface Detail Output Fields (Continued)

Label Description

Bf d Enabl ed Yes — BFD isenabled on the RSVP-TE interface

No — BFD isdisabled on the RSV P-TE interface

Auth Rx Seq Num | Thereceived MD5 sequence number

Auth Key Id The MD5 key identifier

Auth Tx Seq Num The transmitted MD5 sequence number

Auth Wn Size The MD5 window size

Refresh Reduc. Enabl ed — refresh reduction capabilities are enabled

Di sabl ed — refresh reduction capabilities are disabled

Rel i abl e Deli. Enabl ed —reliabledelivery isenabled

Di sabl ed —reliabledelivery isdisabled

Bf d Enabl ed Yes — BFD isenabled on the RSVP-TE interface

No — BFD isdisabled on the RSV P-TE interface

No. of Nei ghbors | ThelP addresses of the RSVP-TE neighbors

Sample Output

A: ALU- 12# show router rsvp interface statistics

RSVP Interface (statistics)

Interface system

Interface  Up

Total Packets (Sent) : O (Recd.): O
Bad Packets (Sent) : O (Recd.): O
Pat hs (Sent) : O (Recd.): 0
Path Errors (Sent) : O (Recd.): O
Path Tears (Sent) : O (Recd.): O
Resvs (Sent) : O (Recd.): 0
Resv Confirns (Sent) : O (Recd.): O
Resv Errors (Sent) : O (Recd.): O
Resv Tears (Sent) : O (Recd.): 0
Refresh Sumari es (Sent) : O (Recd.): O
Refresh Acks (Sent) : O (Recd.): O
Bundl e Packets (Sent) : O (Recd.): 0
Hel | os (Sent) : O (Recd.): O
Auth Errors (Sent) : O (Recd.): O
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Table 23: Show Router RSVP-TE Interface Statistics Output Fields

Label Description

Interface The name of the I P interface displayed in the header

Interface The status of the interface (up or down)

(status)

Sent The total number of error-free RSV P-TE packets that have been
transmitted on the RSVP-TE interface

Recd The total number of error-free RSV P-TE packets received on the

RSVP-TE interface

Tot al Packets

The total number of RSV P-TE packets, including errors, received on
the RSVP-TE interface

Bad Packets

Thetotal number of RSV P-TE packets with errors transmitted on the
RSVP-TE interface

Pat hs

The total number of RSVP-TE PATH messages received on the
RSVP-TE interface

Path Errors

Thetotal number of RSV P-TE PATH ERROR messages transmitted
on the RSVP-TE interface

Pat h Tears The total number of RSVP-TE PATH TEAR messages received on
the RSVP-TE interface
Resvs The total number of RSVP-TE RESV messages received on the

RSVP-TE interface

Resv Confirns

Thetotal number of RSVP-TE RESV CONFIRM messages received
on the RSVP-TE interface

Resv Errors

Thetotal number of RSVP-TE RESV ERROR messages received on
the RSVP-TE interface

Resv Tears

The total number of RSVP-TE RESV TEAR messages received on
the RSVP-TE interface

Refresh
Sunmmari es

The total number of RSVP-TE RESV summary refresh messages
received on the RSVP-TE interface

Ref resh Acks

The total number of RSVP-TE RESV acknowledgement messages
received when refresh reduction is enabled on the RSVP-TE
interface

Bundl e Packet s

Thetotal number of RSVP-TE RESV bundle packets received on the
RSVP-TE interface
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Table 23: Show Router RSVP-TE Interface Statistics Output Fields (Continued)

Label Description

Hel | os The total number of RSVP-TE RESV HELLO REQ messages
received on the RSVP-TE interface

Auth Errors The number of authentication errors

neighbor

Syntax neighbor [ip-address] [detail]
Context show>router>rsvp
Description This command displays RSV P-TE neighbors.
Parameters ip-address —the IP address of the originating router
detail — displays detailed information

Output  Thefollowing output is an example of RSV P-TE neighbor information, and Table 24 describes the
fields.

Sample Output

*A: ALU- 12>showsr out er >r svp# nei ghbor

RSVP Nei ghbors

Legend :

LR - Local Refresh Reduction RR - Renpte Refresh Reduction

LD - Local Reliable Delivery RM - Renpte Node supports Message |ID
Nei ghbor Interface Hell o Last Oper Fl ags

Change

No Matching Entries

Table 24: Show Router RSVP-TE Neighbor Output Fields

Label Description

Nei ghbor The IP address of the RSV P-TE neighbor
Interface Theinterface ID of the RSVP-TE neighbor
Hell o The status of the Hello message

Last Oper Change | Thetime of the last operational change to the connection

Fl ags Any flags associated with the connection to the neighbor
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session

Syntax session [session-type] [from ip-address | to ip-address | Isp-name name] [status {up |
down}] [detail]

Context show>router>rsvp

Description This command shows RSV P-TE session information.

Parameters session-type — specifies the session type

Values originate, transit, terminate, detour, detour-transit, detour-terminate, bypass-tunnel,
manual -bypass

from ip-address — specifies the | P address of the originating router

to ip-address — specifies the | P address of the egress router

name — specifies the name of the LSP used in the path

status up — specifies to display a session that is operationally up
status down — specifies to display a session that is operationally down
detail — displays detailed information

Output  Thefollowing output is an example of RSVP-TE session information, and Table 25 describes the
fields.

Sample Output

A: ALU- 12# show router rsvp session

RSVP Sessi ons

From To Tunnel LSP Nanme State
1D I D
10.20.1.3 10.20.1.1 1 37 CA1l.:CA1 Up
10.20.1.3 10.20.1.1 2 38 CA2.:CA2 Up
10.20.1.3 10.20.1.1 3 39 CA3:CA3 Up
10.20.1.3 10.20.1.1 4 40 CA4.:CAA4 Up
10.20.1.1 10.20.1.3 2 40 AC2:AC2 Up
10.20.1.1 10.20.1.3 3 41 AC3:AC3 Up
10.20.1.1 10.20.1.3 4 42 AC4:ACA4 Up
10.20.1.1 10.20.1.3 5 43 ACG5:ACS Up
10.20.1.1 10.20.1.3 6 44 ACG6::ACE6 Up
10.20.1.1 10.20.1.3 7 45 AC7::AC7 Up
10.20.1.1 10.20.1.3 8 46 ACB8 :AC38 Up
10.20.1.3 10.20.1.1 5 41 CA5:CA5 Up
10.20.1.3 10.20.1.1 6 42 CAG6::CA®6 Up
10.20.1.3 10.20.1.1 7 43 CAT7.:CA7 Up
10.20.1.3 10.20.1.1 8 44 CA8:CA8 Up

Sessions : 65

A ALU- 12#
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A: ALU- 12# show router rsvp session Isp-nane A C 2::A C 2 status up

RSVP Sessi ons

From To Tunnel LSP Nanme State
1D 1D
10.20.1.1 10.20.1.3 2 40 AC2:AC2 Up

Sessions : 1

A ALU- 12#
Table 25: Show Router RSVP-TE Session Output Fields

Label Description

From The IP address of the originating router

To The IP address of the egress router

Tunnel 1D The ID of theingress node of the tunnel supporting this RSVP-TE
session

LSP I D The ID assigned by the agent to this RSVP-TE session

Narme The administrative name assigned to the RSVP-TE session by the
agent

State Down — the operational state of this RSVP-TE session is down
Up — the operational state of this RSVP-TE session isup
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statistics

Syntax
Context

Description

Output

status

Syntax
Context

Description

Output

Page 180

statistics
show>router>rsvp

This command displays global statistics in the RSV P-TE instance.
The following output is an example of RSVP-TE statistics information, and Table 26 describes the
fields.

Sample Output

A: ALU- 12# show router rsvp statistics

RSVP d obal Statistics

PATH Ti meouts : 0 RESV Ti neouts : 0

Table 26: Show Router RSVP-TE Statistics Output Fields

Label Description

PATH Ti neout s The total number of PATH timeouts

RESV Ti neout s The total number of RESV timeouts

status
show>router>rsvp

This command displays RSVP-TE operational status.
The following output is an example of RSVP-TE status information, and Table 27 describes the
fields.

Sample Output

A: ALU- 12# show router rsvp status

RSVP St at us

Admi n Status : Up Oper Status : Up

Keep Multiplier 3 Refresh Time : 30 sec
Message Paci ng . Disabl ed Paci ng Peri od : 100 nsec
Max Packet Bur st : 650 nBQS Refresh Bypass Enabl ed
Rapi d Retransmit : 5 hnsec Rapid Retry Limt : 3
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Table 27: Show Router RSVP-TE Status Output Fields

Label

Description

Adm n St atus

Down — RSVP-TE isadministratively disabled

Up — RSVP-TE isadministratively enabled

St at us

Oper

Down — RSVP-TE isoperationally down

Up — RSVP-TE isoperationally up

Keep Multiplier

The keep-multiplier number used by RSV P-TE to declare that a
reservation is down or the neighbor is down

Refresh Tine

Therefresh-timeinterval, in seconds, between the successive PATH
and RESV refresh messages

Message Paci ng

Enabl ed — RSVP-TE messages, specified in the max-bur st
command, are sent in a configured interval, specified in the period
command

Di sabl ed — message pacing is disabled. RSV P-TE message
transmission is not regulated.

Paci ng Peri od

Thetimeinterval, in milliseconds, during which the router can send
the number of RSV P-TE messages specified in the max-bur st
command

Max Packet Burst

The maximum number of RSV P-TE messages that are sent under
normal operating conditionsin the period specified

Ref resh Bypass

Enabl ed — therefresh-reduction-over-bypass command is
enabled

Di sabl ed —therefresh-reduction-over-bypass command is
disabled

Rapi d Retransm t

Thetime interval for the rapid retransmission time, which isused in
the retransmission mechanism that handles unacknowledged
message _id objects (the units “hmsec” represent hundreds of msec;
for example, 5 hmsec represents 500 msec)

Rapid Retry
Limt

The value of therapid retry limit, which isused in the retransmission
mechanism that handl es unacknowledged message id objects
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Clear Commands

interface

Syntax
Context

Description

Parameters

Syntax
Context

Description

Parameters

interface

Syntax
Context

Description

Parameters
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interface [ip-int-name] [statistics]
clear>router>mpls

This command resets or clears statistics for MPLS interfaces.

ip-int-name — specifies an existing | P interface. If the string contains special characters (#, $, spaces,
etc.), the entire string must be enclosed within double quotes.

statistics —clearsonly statistics

Isp [Isp-name]
clear>router>mpls

This command resets and restarts an L SP.

Isp-name — specifies the name of the LSP to clear

interface [ip-int-name] [statistics]
clear>router>rsvp

This command resets or clears statistics for an RSV P-TE interface.

ip-int-name —identifies the | P interface to clear. The interface name cannot be in the form of an IP
address. Allowed values are any string up to 32 characters long composed of printable, 7-bit
ASCI| characters. If the string contains special characters (#, $, spaces, €tc.), the entire string
must be enclosed within double quotes

statistics — clears only statistics
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statistics

Syntax  statistics
Context  clear>router>rsvp

Description This command clears global statistics for the RSV P-TE instance; for example, clears path and resv
timeout counters.
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Debug Commands

mpls
Syntax [no] mpls [Isp Isp-name] [sender source-address] [endpoint endpoint-address] [tunnel-id
tunnel-id] [Isp-id Isp-id] [interface ip-int-name]
Context debug>router

Description This command enables and configures debugging for MPLS.

Parameters Isp-name — the name that identifies the L SP. The L SP name can be up to 32 characters long and must
be unique.

source-address — specifies the system | P address of the sender
endpoint-address — specifies the far-end system | P address
tunnel-id — specifiesthe MPLS SDP ID

Values 0to 4294967295
Isp-id — specifiesthe LSP ID

Values 1to 65535

ip-int-name — identifies the interface. The interface name cannot be in the form of an IP address.
Allowed values are any string up to 32 characters long composed of printable, 7-bit ASCII
characters. If the string contains specia characters (#, $, spaces, etc.), the entire string must be
enclosed within double quotes.

event

Syntax [no] event

Context debug>router>mpls
debug>router>rsvp

Description This command enables debugging for specific events.

The no form of the command disables the debugging.
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Syntax

Context

Description

Parameters

frr
Syntax
Context

Description

Parameters

iom
Syntax
Context

Description

Parameters

all [detail]
no all

debug>router>mpls>event
debug>router>rsvp>event

This command debugs all events.
The no form of the command disables the debugging.

detail — displays detailed information about all events

frr [detail]
no frr

debug>router>mpls>event
This command debugs fast reroute events.

The no form of the command disables the debugging.

detail — displays detailed information about reroute events

iom [detail]
no iom

debug>router>mpls>event
This command debugs MPLS IOM events.
The no form of the command disables the debugging.

detail — displays detailed information about MPLS IOM events
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Isp-setup
Syntax
Context

Description

Parameters

mbb

Syntax

Context

Description

Parameters

misc

Syntax
Context

Description

Parameters
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Isp-setup [detail]
no Isp-setup

debug>router>mpls>event
This command debugs L SP setup events.

The no form of the command disables the debugging.

detail — displays detailed information about L SP setup events

mbb [detail]
no mbb

debug>router>mpls>event

This command debugs the state of the most recent invocation of the make-before-break (MBB)
functionality.

The no form of the command disables the debugging.

detail — displays detailed information about MBB events

misc [detail]
no misc

debug>router>mpls>event
debug>router>rsvp>event

This command debugs miscellaneous events.
The no form of the command disables the debugging.

detail — displays detailed information about miscellaneous events
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rsvp

Syntax

Context
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xc [detail]
no xc

debug>router>mpls>event

This command debugs cross-connect events.
The no form of the command disables the debugging.

detail — displays detailed information about cross-connect events

[no] rsvp [Isp Isp-name] [sender sender-address] [endpoint endpoint-address] [tunnel-id
tunnel-id] [Isp-id Isp-id] [interface ip-int-name]
no rsvp

debug>router

This command enables and configures debugging for RSV P.

Isp-name — name that identifies the L SP. The L SP name can be up to 80 characters long and must be
unique.

sender-address — specifies the system | P address of the sender (a.b.c.d)
endpoint-address — specifies the far-end system |P address (a.b.c.d)
tunnel-id — specifies the RSVP-TE tunnel 1D

Values 0 to 4294967295
Isp-id — specifiesthe LSP ID

Values 1 to 65535

ip-int-name — identifies the interface. The interface name cannot be in the form of an | P address.
Allowed values are any string up to 32 characters long composed of printable, 7-bit ASCII
characters. If the string contains special characters (#, $, spaces, etc.), the entire string must be
enclosed within double quotes.
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auth

Syntax auth
no auth

Context debug>router>rsvp>event

Description This command debugs authentication events.
The no form of the command disables the debugging.

Parameters detail — displays detailed information about authentication events

nbr

Syntax nbr [detail]
no nbr

Context debug>router>rsvp>event

Description This command debugs neighbor events.
The no form of the command disables the debugging.

Parameters detail — displays detailed information about neighbor events

path

Syntax path [detail]
no path

Context debug>router>rsvp>event

Description This command debugs path-related events.
The no form of the command disables the debugging.

Parameters detail — displays detailed information about path-related events
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Syntax
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Syntax
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Syntax
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resv [detail]
no resv

debug>router>rsvp>event
This command debugs RSV P-TE reservation events.
The no form of the command disables the debugging.

detail — displays detailed information about RSV P-TE reservation events

rr
no rr

debug>router>rsvp>event
This command debugs refresh reduction events.

The no form of the command disables the debugging.

detail — displays detailed information about refresh reduction events

[no] packet
debug>router>rsvp

This command enters the context to debug packets.

ack [detail]
no ack

debug>router>rsvp>packet
This command debugs ack packets.
The no form of the command disables the debugging.

detail — displays detailed information about RSV P-TE ack packets
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all
Syntax
Context

Description

Parameters

bundle

Syntax

Context

Description

Parameters

hello

Syntax

Context

Description

Parameters
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all [detail]
no all

debug>router>rsvp>packet
This command debugs all packets.

The no form of the command disables the debugging.

detail — displays detailed information about all RSVP-TE packets

bundle [detail]
no bundle

debug>router>rsvp>packet
This command debugs bundle packets.

The no form of the command disables the debugging.

detail — displays detailed information about RSV P-TE bundle packets

hello [detail]
no hello

debug>router>rsvp>packet
This command debugs hello packets.
The no form of the command disables the debugging.

detail — displays detailed information about hello packets
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Syntax
Context

Description

Parameters

patherr
Syntax
Context

Description

Parameters

pathtear

Syntax

Context

Description

Parameters

path [detail]
no path

debug>router>rsvp>packet

This command enables debugging for RSVP-TE path packets.
The no form of the command disables the debugging.

detail — displays detailed information about path-related events

patherr [detail]
no patherr

debug>router>rsvp>packet

This command debugs path error packets.
The no form of the command disables the debugging.

detail — displays detailed information about path error packets

pathtear [detail]
no pathtear

debug>router>rsvp>packet

This command debugs path tear packets.
The no form of the command disables the debugging.

detail — displays detailed information about path tear packets
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resv
Syntax
Context

Description

Parameters

resverr

Syntax

Context

Description

Parameters

resvtear

Syntax

Context

Description

Parameters
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resv [detail]
no resv

debug>router>rsvp>packet

This command enables debugging for RSVP-TE RESV packets.
The no form of the command disables the debugging.

detail — displays detailed information about RSVP-TE RESV packets

resverr [detail]
no resverr

debug>router>rsvp>packet

This command debugs ResvErr packets.
The no form of the command disables the debugging.

detail — displays detailed information about ResvErr packets

resvtear [detail]
no resvtear

debug>router>rsvp>packet

This command debugs ResvTear packets.
The no form of the command disables the debugging.

detail — displays detailed information about ResvTear packets
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srefresh

Syntax  srefresh [detail]
no srefresh

Context debug>router>rsvp>packet

Description This command debugs srefresh packets.
The no form of the command disables the debugging.

Parameters detail — displays detailed information about RSV P-TE srefresh packets
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In This Chapter
This chapter provides information to enable the Label Distribution Protocol (LDP).

Topicsin this chapter include:

e Label Distribution Protocol on page 196
- LDPand MPLS on page 196
— LDP Architecture on page 197
- LDP Subsystem Interrelationships on page 198
- Execution Flow on page 200
- Label Exchange on page 202
— LDPFilters on page 202
- ECMP Support for LDP on page 203
- Graceful Restart Helper on page 205
e LDP Process Overview on page 206
»  Configuration Notes on page 207
- Reference Sources on page 207
e Configuring LDP with CLI on page 209
e LDP Command Reference on page 221
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Label Distribution Protocol

Label Distribution Protocol (LDP) is used to distribute labels in non-traffic-engineered
applications. LDP alows routers to establish L SPs through a network by mapping network-
layer routing information directly to data link LSPs.

An LSPis defined by the set of labels from the ingress LER to the egress LER. LDP
associates a Forwarding Equivalence Class (FEC) with each LSP it creates. An FEC isa
collection of common actions associated with a class of packets. When an ingress LER
assignsalabel to an FEC, it must let other L SRsin the path know about the label. LDP helps
to establish the LSP by providing a set of procedures that L SRs can use to distribute labels.

The FEC associated with an L SP specifies which packets are mapped to that LSP. LSPs are
extended through a network by each L SR, where each L SR splicesincoming labels for the
FEC to the outgoing label assigned to the next hop for the given FEC.

LDP alows an LSR to request alabel from adownstream LSR so it can bind the label to a
specific FEC. The downstream LSR responds to the request from the upstream LSR by
sending the requested label.

L SRs can distribute an FEC label binding in response to an explicit request from another
LSR. Thisis known as Downstream On Demand (DOD) label distribution. LSRs can also
distribute label bindingsto L SRs that have not explicitly requested them. Thisis called
Downstream Unsolicited (DU). For LDP on the 7705 SAR, Downstream Unsolicited (DU)
mode is implemented.

LDP and MPLS

LDP performs dynamic label distributionin MPLS environments. The L DP operation begins
with a Hello discovery process network to form an adjacency with an LDP peer in the
network. LDP peers are two MPLS routers that use L DP to exchange label/FEC mapping
information. An LDP session is created between LDP peers. A single LDP session allows
each peer to learn the other's label mappings and to distribute its own label information
(LDPishidirectional), and exchange label binding information.

LDP signaling works with the MPL S label manager to manage the relationships between
labels and the corresponding FEC. For service-based FECs, LDP works in tandem with the
Service Manager to identify the virtual leased lines (VLLs) and pseudowires (PWs) to
signal.
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An MPLS label identifies a set of actions that the forwarding plane performs on an incoming
packet before discarding it. The FEC isidentified through the signaling protocol (in this case
LDP), andisallocated alabel. The mapping between the label and the FEC is communi cated
to the forwarding plane. In order for this processing on the packet to occur at high speeds,
optimized tables that enable fast access and packet identification are maintained in the
forwarding plane.

When an unlabeled packet ingresses the 7705 SAR, classification policies associate it with
an FEC, the appropriate label isimposed on the packet, and then the packet is forwarded.
Other actions can also take place on a packet before it is forwarded, including imposing
additional |abels, other encapsulations, or learning actions. Once all actions associated with
the packet are completed, the packet is forwarded.

When alabeled packet ingresses the router, the label or stack of labelsindicates the set of
actions associated with the FEC for that label or label stack. The actions are performed on
the packet and then the packet is forwarded.

The LDP implementation provides support for DU, ordered control, and liberal label
retention mode.

For LDP label advertisement, DU mode is supported. To prevent filling the uplink
bandwidth with unassigned label information, Ordered Label Distribution Control mode is
supported.

A PW/VLL label can be dynamically assigned by targeted LDP operations. Targeted LDP
alowstheinner labels (that is, the VLL labels) in the MPLS headers to be managed
automatically. Thismakes it easier for operators to manage the VLL connections. Thereis,
however, additional signaling and processing overhead associated with this targeted LDP
dynamic label assignment.

LDP Architecture

LDP comprises afew processes that handle the protocol PDU transmission, timer-related
issues, and protocol state machine. The number of processesis kept to a minimum to
simplify the architecture and to allow for scalability. Scheduling within each process
prevents starvation of any particular LDP session, while buffering alleviates TCP-related
congestion issues.

The LDP subsystems and their relationshipsto other subsystems areillustrated in Figure 11.
Thisillustration shows the interaction of the LDP subsystem with other subsystems,

including memory management, label management, service management, SNMP, interface
management, and RTM. In addition, debugging capabilities are provided through the logger.
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Communication within LDP tasksis typically done by interprocess communication through
the event queue, as well as through updates to the various data structures. The following list
describes the primary data structures that LDP maintains:

e FEC/label database — this database contains all the FEC-to-label mappings,
including both sent and received. It also contains both address FECs (prefixes and
host addresses) aswell as service FECs (L2 VLLS).

e Timer database — this database contains all the timers for maintaining sessions and
adjacencies

*  Session database — this database contains al the session and adjacency records, and
serves as arepository for the LDP MIB objects

LDP Subsystem Interrelationships

Figure 11 shows the relationships between LDP subsystems and other 7705 SAR OS
subsystems. The following sections describe how the subsystems work to provide services.

Memory Manager and LDP

L DP does not use any memory until it is instantiated. It pre-allocates some amount of fixed
memory so that initial startup actions can be performed. Memory allocation for LDP comes
out of apool reserved for LDP that can grow dynamically as needed.

Fragmentation is minimized by allocating memory in large chunks and managing the
memory internally to LDP. When LDP is shut down, it releases all memory allocated to it.

Label Manager

L DP assumes that the label manager is up and running. LDP will abort initialization if the
label manager is not running. The label manager isinitialized at system bootup; hence,
anything that causesit to fail will likely indicate that the system is not functional. The

7705 SAR usesalabel rangefrom 28 672 (28K) to 131 071 (128K-1) to allocate all dynamic
labels, including VC labels.
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Figure 11: LDP Subsystem Interrelationships
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LDP Configuration

The 7705 SAR uses asingle consistent interface to configure all protocols and services. CLI
commands are translated to SNM P requests and are handled through an agent-LDP
interface. LDP can be instantiated or deleted through SNMP. Also, targeted LDP sessions
can be set up to specific endpoints. Targeted session parameters are configurable.
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Logger

LDP uses the logger interface to generate debug information relating to session setup and
teardown, LDP events, label exchanges, and packet dumps. Per-session tracing can be
performed. Refer to the 7705 SAR OS System Management Guide for logger configuration
information.

Service Manager

All interaction occurs between L DP and the service manager, since LDP isused primarily to
exchange labelsfor Layer 2 services. In this context, the service manager informs LDP when
an LDP session isto be set up or torn down, and when labels are to be exchanged or
withdrawn. In turn, LDP informs the service manager of relevant LDP events, such as
connection setups and failures, timeouts, and labels signaled or withdrawn.

Execution Flow

Initialization

LDP activity inthe 7705 SAR is limited to service-related signaling. Therefore, the
configurable parameters are restricted to system-wide parameters, such as hello and
keepalive timeouts.

MPLS must be enabled when LDP isinitialized. LDP makes sure that the various
prerequisites are met, such as ensuring that the system I P interface and the label manager are
operational, and ensuring that there is memory available. It then allocates a pool of memory
toitself and initializes its databases.

Session Lifetime
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In order for atargeted L DP session to be established, an adjacency hasto be created. The

L DP extended discovery mechanism requires hello messages to be exchanged between two
peers for session establishment. Once the adjacency is established, session setup is
attempted.
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Adjacency Establishment

In the 7705 SAR, adjacency management is done through the establishment of a Service
Destination Point (SDP) object, which is a service entity in the Alcatel-L ucent service
model.

The Alcatel-Lucent service model useslogical entitiesthat interact to provide aservice. The
service model requires the service provider to create and configure four main entities.

e customers

e services

e Service Access Points (SAPs) on local 7705 SAR routers

e SDPsthat connect to one or more remote 7705 SAR routers or 77x0 SR routers

An SDP isthe network-side termination point for atunnel to aremote 7705 SAR or 77x0 SR
router. An SDP defines alocal entity that includes the system | P address of the remote
7705 SAR routers and 77x0 SR routers, and a path type.

Each SDP comprises:

 theSDPID
» thetransport encapsulation type, MPLS
e thefar-end system IP address

If the SDPisidentified as using LDP signaling, then an L DP extended hello adjacency is
attempted.

If another SDP is created to the same remote destination and if LDP signaling is enabled, no
further action is taken, since only one adjacency and one L DP session exists between the
pair of nodes.

An SDPisaunidirectional object, so apair of SDPs pointing at each other must be
configured in order for an LDP adjacency to be established. Once an adjacency is
established, it is maintained through periodic hello messages.

Session Establishment

When the LDP adjacency is established, the session setup follows as per the LDP
specification. Initialization and keepalive messages compl ete the session setup, followed by
address messagesto exchange all interface | P addresses. Periodic keepalives or other session
messages maintain the session liveliness.

Since TCP is back-pressured by the receiver, it is necessary to be able to push that back-
pressure all the way into the protocol. Packets that cannot be sent are buffered on the session
object and reattempted as the back-pressure eases.
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Label Exchange

Label exchange isinitiated by the service manager. When an SDP is attached to a service
(that is, once the service gets atransport tunnel), a message is sent from the service manager
to LDP. This causes alabel mapping message to be sent. Additionally, when the SDP
binding is removed from the service, the VC label is withdrawn. The peer must send a label
release to confirm that the label is not in use.

Other Reasons for Label Actions

Cleanup

LDP Filters
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Label actions can also occur for the following reasons:

MTU changes — LDP withdraws the previously assigned label and resignals the
FEC with the new Maximum Transmission Unit (MTU) in the interface parameter

clear labels — when a service manager command isissued to clear the labels, the
labels are withdrawn and new label mappings are issued

SDP down — when an SDP goes administratively down, the VC label associated
with that SDP for each service is withdrawn

memory allocation failure — if there is no memory to store areceived label, the
received label isreleased

V C type unsupported — when an unsupported VC type is received, the received
label isreleased

LDP closes all sockets, frees all memory, and shuts down all itstasks when it is deleted, so
that it uses no memory (0 bytes) when it is not running.

Only inbound LDP label binding filtering are supported.

Inbound filtering (import policy) alows one to configure a policy to control the label
bindings an L SR accepts from its peers. Label bindings can be filtered based on the
following:

neighbor — match on bindings received from the specified peer
prefix-list — match on bindings with the specified prefix/prefixes

7705 SAR OS MPLS Guide



Label Distribution Protocol

The default import behavior is to accept all FECs received from peers.

The default export behavior isto originate label bindings for the system address and
propagate all FECs received.

Note: In order for the 7705 SAR to consider a received label to be active, there must be an
=»| exact match to the FEC advertised together with the label found in the routing table. This can
be achieved by configuring a static route pointing to the prefix encoded in the FEC.

ECMP Support for LDP

Equal Cost Multipath Protocol (ECMP) support for LDP performs load balancing for
VLL-type services that use L DP-based L SPs as transport tunnels, by having multiple
equal-cost outgoing next hops for an 1P prefix.

Thereisonly one next-hop peer for a network link. To offer protection from a network link
or next-hop peer failure, multiple network links can be configured to connect to different
next-hop peers, or multiple links to the same peer. For example, an MLPPP link and an
Ethernet link can be connected to two peers, or two Ethernet links can be connected to the
same peer. ECMP occurs when the cost of each link reaching atarget IP prefix is equal.

The 7705 SAR uses aliberal label retention mode, which retains all 1abels for an | P prefix
from al next-hop peers. If ECMP is not enabled, the label from only one of the next-hop
peersis selected and installed in the forwarding plane. In this case, the algorithm used to
distribute the traffic flow looks up the route information, and selects the network link with
the lowest | P address. If the selected network link or next-hop peer fails, another next-hop
peer is selected, and LDP reprograms the forwarding plane to use the label sent by the newly
selected peer.

Note: The 7705 SAR does not support load balancing of pure IP traffic or pure MPLS traffic
=»| over ECMP routes; that is, it does not support FIB ECMP or LFIB ECMP. The 7705 SAR
does, however, support VLL ECMP and VPRN transport tunnel ECMP on the LER node.
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Notes:

» Because timeout is built into dynamic ARP, the MAC address of the remote peer needs to
be renewed periodically. The flow of IP traffic resets the timers back to their maximum
values. In the case of LDP ECMP, one link could be used for transporting user MPLS
(pseudowire) traffic but the LDP session could possibly be using a different equal cost
link. For LDPs using ECMP and for static LSPs, it is important to ensure that the remote
MAC address is learned and does not expire. Configuring static ARP entries or running
continuous IP traffic ensures that the remote MAC address is always known. Running
BFD for fast detection of Layer 2 faults or running any OAM tools with SAA ensures that
the learned MAC addresses do not expire.

* ARP entries are refreshed by static ARP and BFD, SAA, OSPF, IS-IS, or BGP.

« For information on configuring static ARP and running BFD, refer to the 7705 SAR OS
Router Configuration Guide.

Label Operations
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If an LSRistheingressrouter for agiven I P prefix, LDP programs a PUSH operation for the
prefix inthe IOM. This creates an LSP ID to the Next Hop Label Forwarding Entry
(NHLFE) mapping (LTN mapping) and an LDP tunnel entry in the forwarding plane. LDP
will also inform the Tunnel Table Manager (TTM) about this tunnel. Both the LSP ID to
NHLFE (LTN) entry and the tunnel entry will have an NHLFE for the label mapping that the
L SR received from each of its next-hop peers.

If the LSR isto behave as atransit router for agiven IP prefix, LDP will program a SWAP
operation for the prefix in the IOM. Thisinvolves creating an Incoming Label Map (ILM)
entry in the forwarding plane. The ILM entry might need to map an incoming label to
multiple NHLFEs.

If an LSR isan egress router for agiven IP prefix, LDP will program a POP entry in the
IOM. Thistoo will result in an ILM entry being created in the forwarding plane, but with no
NHLFEs.

When unlabeled packets arrive at the ingress LER, the forwarding plane consultsthe LTN
entry and uses a hashing a gorithm to map the packet to one of the NHLFEs (PUSH label)
and forward the packet to the corresponding next-hop peer. For alabeled packet arriving at a
transit or egress L SR, the forwarding plane consults the ILM entry and either uses a hashing
algorithm to map it to one of the NHLFEs if they exist (SWAP label) or simply routes the
packet if there are no NHLFES (POP label).
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Graceful Restart Helper

Graceful Restart (GR) is part of the LDP handshake process (that is, the LDP peering session
initialization) and needs to be supported by both peers. GR provides a mechanism that
alows the peers to cope with a service interruption due to a CSM switchover, whichisa
period of time when the standby CSM is not capable of synchronizing the states of the LDP
sessions and labels being advertised and received.

Graceful Restart Helper (GR-Helper) decouples the data plane from the control plane so that
if the control plane is not responding (that is, there is no L DP message exchange between
peers), then the data plane can still forward frames based on the last known (advertised)
labels.

Because the 7705 SAR supports non-stop services/ high-availability for LDP (and MPLS),
the full implementation of GR is not needed. However, GR-Helper isimplemented on the
7705 SAR to support non-high-availability devices. With GR-Helper, if an LDP peer of the
7705 SAR requests GR during the LDP handshake, the 7705 SAR agreesto it but does not
request GR. For the duration of the LDP session, if the 7705 SAR LDP peer fails, the

7705 SAR continues to forward MPLS packets based on the last advertised labels and will
not declare the peer dead until the GR timer expires.
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LDP Process Overview

Figure 12 displays the process to provision basic LDP parameters.

Figure 12: LDP Configuration and Implementation
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Configuration Notes

Refer to the 7705 SAR OS Services Guide for information about signaling.

Reference Sources

For information on supported IETF drafts and standards, as well as standard and proprietary
MIBs, refer to Standards and Protocol Support.
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Configuring LDP with CLI

This section provides information to configure LDP using the command line interface.
Topicsin this section include:

« LDP Configuration Overview on page 210

e Basic LDP Configuration on page 211

e Common Configuration Tasks on page 212

e LDP Configuration Management Tasks on page 219
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LDP Configuration Overview

Page 210

When the 7705 SAR implementation of LDP isinstantiated, the protocol isin theno

shut down state. In addition, targeted sessions are then enabled. The default parameters for
LDP are set to the documented values for targeted sessionsin draft-ietf-mpls-1dp-mib-09.txt.

LDP must be enabled in order for signaling to be used to obtain the ingress and egress labels
in frames transmitted and received on the service destination point (SDP). When signaling is
off, labels must be manually configured when the SDP is bound to a service.
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Basic LDP Configuration

This section provides information to configure LDP and gives configuration examples of
common configuration tasks.

The LDP protocol instanceis created in theno shut down (enabled) state.

The following example displays the default LDP configuration output.

ALU- 1>confi g>router>l dp# info
interface-paraneters
exit
tar get ed- sessi on
exit

ALU- 1>confi g>rout er >| dp#
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Common Configuration Tasks

This section provides a brief overview of the following common configuration tasks to
configure LDP:

* Enabling LDP

e Configuring Graceful Restart Helper Parameters
e Applying Import Policies

e Configuring Interface Parameters

e Specifying Targeted Session Parameters

e Specifying Peer Parameters

» Enabling LDP Signaling and Services

Enabling LDP

LDP must be enabled in order for the protocol to be active. MPLS must also be enabled.
MPLSisenabled intheconfi g>r out er >npl s context.

Use the following CLI syntax to enable LDP on a 7705 SAR router:
CLI Syntax: | dp
Example: config>router# I dp

The following exampl e displays the enabled L DP configuration outpuit.

ALU- 1>config>router# info

echo "LDP Configuration”
B o e e e e e e e e e e e e e e e e e e eemmea oo -
I dp
interface-paraneters
exit
target ed- sessi on
exit
exit

ALU- 1>confi g>router#
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Configuring Graceful Restart Helper Parameters

Graceful Restart Helper advertisesto its LDP neighbors by carrying the fault tolerant (FT)
session TLV in the LDPinitialization message, assisting the LDP in preserving its |P
forwarding state across the restart. Alcatel-Lucent’s SAR recovery is self-contained and
relies on information stored internally to self-heal.

Maximum recovery timeisthe time (in seconds) that the sender of the TLV would like the
receiver to wait, after detecting the failure of LDP communication with the sender.

Neighbor liveness time is the time (in seconds) that the LSR iswilling to retain its MPLS
forwarding state. The time should be long enough to allow the neighboring L SRs to
resynchronize all the LSPsin a graceful manner, without creating congestion in the LDP
control plane.

Use the following syntax to configure graceful restart parameters:

CLI Syntax: config>router>ldp
[no] graceful -restart
[ no] maxi mumrecovery-tinme interval
[ no] nei ghbor-1liveness-tine interval

Example: config>router>ldp

config>router>l dp# graceful -restart

confi g>router>l dp>graceful -restart# nmaxi mumrecovery-
time 120

confi g>router>l dp>graceful -restart# nei ghbor-1|iveness-
time 60

config>router>l dp# exit

config>router#

The following example displays the import policy configuration output.

ALU- 1>confi g>rout er >l dp>graceful -restart# info

maxi mum recovery-time 120
nei ghbor-1iveness-time 60

ALU- 1>confi g>rout er>l dp>graceful -restart#
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Applying Import Policies

Page 214

Inbound label binding filtering is supported. Inbound filtering allows a route policy to
control the label bindingsthat an L SR accepts from its peers. Animport policy can accept or
reject label bindings received from LDP peers.

Label bindings can be filtered based on the following:

* neighbor — match on bindings received from the specified peer
e prefix-list — match on bindings with the specified prefix or prefixes

The import policy must already exist. Policies are configured in the
confi g>rout er>pol i cy-options context. Refer to the 7705 SAR OS Router
Configuration Guide for details.

Note: The 7705 SAR supports 1024 inbound labels (maximum number of LSPs, including
protection and redundant LSPs). If the supported number of labels in the 7705 SAR is
exceeded, all LDP sessions will be shut down and all labels will be removed. To recover the
LDP sessions, perform a shut down/no shut down combination of commands in the
confi gur e>rout er >l dp context.

Use the following CLI syntax to apply import policies:

CLI Syntax: confi g>router>ldp
i mport policy-nanme [policy-nanme...(up to 5 max)]

Example: config>router>ldp
config>router>ldp# i nport LDP-inport
config>router>l dp# exit
config>router#

The following example displays the import policy configuration output.

ALU- 1>confi g>router>l dp# info
i mport "LDP-inport"
interface-paraneters
exit
target ed- sessi on
exit

ALU- 1>confi g>r out er >| dp#
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Configuring Interface Parameters
Use the following CLI syntax to configure LDP interface parameters:

CLI Syntax: config>router# |dp
i nterface-paraneters
hell o timeout factor
interface ip-int-nane
hell o timeout factor
keepalive tinmeout factor
| ocal -lsr-id {systen]interface}
transport-address {systenjinterface}
no shut down
keepal i ve tinmeout factor
transport-address {systenjinterface}

Example: config>router# I dp
config>router>l dp# interface-paraneters
config>router>ldp> f-parans# interface to-104
config>router>ldp> f-parans>if# hello 15 3
config>router>ldp>if-parans>if# |local -1sr-id system
config>router>ldp>if-parans>i f# no shutdown
config>router>ldp>if-parans>i f# exit
confi g>router>l dp>i f-parans# exit
confi g>rout er >l dp#

The following example displays the LDP interface parameter configuration output.

ALU- 1>confi g>rout er >l dp# info
i mport "LDP-inport"
interface-paraneters
hello 15 3
keepal ive 30 3
interface "to-104"
hello 15 3
keepal ive 30 3
local -1sr-id system
no shut down
exit
exit
t ar get ed- sessi on
exit
no shut down

ALU- 1>confi g>rout er >l dp#
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Specifying Targeted Session Parameters
Use the following CLI syntax to specify targeted session parameters:

CLI Syntax: config>router# |dp
t ar get ed- sessi on

di sabl e-tar get ed- sessi on

hel l o timeout factor

keepal i ve tineout factor

peer i p-address
hel l o timeout factor
keepalive tineout factor
no shut down

Example: config>router# I dp
confi g>router>l dp# targeted-session
confi g>router>| dp>targ-session# hell o 5000 255
confi g>router>l dp>t ar g- sessi on# keepal i ve 5000 255
confi g>router>l dp>t ar g- sessi on# peer 10.10.10.104
confi g>router>| dp>t arg- sessi on>peer# hell o 2500 100
confi g>router>| dp>t ar g- sessi on>peer # keepalive 15 3
confi g>rout er>| dp>t ar g- sessi on>peer# no shut down
confi g>router>l dp>t ar g- sessi on>peer # exit
confi g>router>| dp>targ-sessi on# exit
confi g>rout er >l dp#

The following example displays the LDP targeted session configuration outpuit.

ALU- 1>confi g>router>l dp# info

i mport "LDP-inport"
interface-paraneters
hello 15 3
keepalive 30 3
interface "to-104"
hello 15 3
keepal i ve 30 3
no shut down
exit
exit
t ar get ed- sessi on
hel I o 5000 255
keepal i ve 5000 255
peer 10.10.10. 104
hel l o 2500 100
keepalive 15 3
exit

ALU- 1>confi g>rout er >l dp#
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Specifying Peer Parameters
Use the following CLI syntax to specify LDP peer parameters:

CLI Syntax: config>router# |dp
peer - par anet er s
peer i p-address
aut henti cation-key {authentication-key| hash-
key} [hash| hash2]

Example: config>router# I dp
confi g>router>| dp# peer-paraneters
confi g>rout er >l dp>peer - par ans# peer 10.10.10.104
confi g>rout er >l dp>peer - par ans>peer $ aut henti cati on- key
t est user
confi g>rout er >l dp>peer - par ans>peer$ exit

The following example displays the LDP peer parameters configuration outpuit.

ALU- 1>confi g>router>l dp# info
import "LDP-inport"
graceful -restart
exit
import "LDP-inport"
peer - paranet er s

peer 10.10.10. 104
aut henti cati on-key "nG XyHQ CgHxbBm kDeYdz SnPZy9KK03" hash2
exit
exit
interface-paraneters
interface "test"

exit

interface "to-104"
hello 15 3

exit

exit
tar get ed- sessi on
hell o 5000 255
keepal i ve 5000 255
peer 10.10.10.104
hell o 2500 100
keepal ive 15 3
exit

ALU- 1>confi g>rout er >| dp#
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Enabling LDP Signaling and Services
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When LDP isenabled, targeted sessions can be established to create remote adjacencies with
nodes that are not directly connected. When service destination points (SDPs) are
configured, extended discovery mechanisms enable LDP to send periodic targeted hello
messages to the SDP' s far-end point. The exchange of LDP hellos triggers session
establishment. The SDP' s signaling default enablest | dp. The SDP uses the targeted-
session parameters configured in the conf i g>r out er >l dp>t ar get ed- sessi on
context.

Theservi ce>sdp>l dp andr out er >l sp commands are mutually exclusive; you can
either specify an LSP or enable an LDP. There cannot be two methods of transport in a
single SDP.

To enable LDP on the SDP when an LSP is aready specified, the LSP must be removed
from the configuration using theno | sp | sp- name command. For further information
about configuring SDPs, refer to the 7705 SAR OS Services Guide.

Use the following CLI syntax to enable LDP on an MPLS SDP:

CLI Syntax: confi g>servi ce>sdp#
I dp
signaling {off|tldp}

The following example displays an SDP configuration output with the signaling default
t | dp enabled.

ALU- 1>confi g>servi ce>sdp# i nfo detai
description "MPLS: to-99"
far-end 10.10.10. 99
I dp
signaling tldp
path-ntu 4462
keep-alive
hello-tine 10
hol d- down-tine 10
max- drop-count 3
timeout 5
no nessage-|ength
no shut down

exit

no shut down

ALU- 1>confi g>servi ce>sdp#
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LDP Configuration Management Tasks

This section discusses the following L DP configuration management tasks:

* Disabling LDP
e Modifying Targeted Session Parameters
* Modifying Interface Parameters

Disabling LDP

Theno | dp command disables the LDP protocol on the router. All parameters revert to the
default settings. LDP must be shut down before it can be disabled.

Use the following CLI syntax to disable LDP:

CLI Syntax: no I dp
shut down

Example: config>router# I dp
confi g>rout er >l dp# shut down
config>router>l dp# exit
config>router# no I dp

Modifying Targeted Session Parameters

Y ou can modify L DP parameters without shutting down entities. The changes take effect
immediately. Individual parameters cannot be deleted. The no form of at ar get ed-
sessi on parameter command reverts modified values back to the defaullt.

Thefollowing example displaysthe CLI syntax to revert targeted session parameters back to
the default values.

Example: config>router# I dp
confi g>router>l dp# targeted-session
confi g>rout er>l dp>t ar get ed# no di sabl e-t ar get ed- sessi on
config>router>l dp>targeted# no hello
confi g>rout er>l dp>t arget ed# no keepalive
confi g>rout er>l dp>t ar get ed# no peer 10.10.10.99
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The following example displays the default value output.

ALU- 1>confi g>rout er >l dp>t arget ed# i nfo detai

no di sabl e-t ar get ed- sessi on
hello 45 3
keepalive 40 4

ALU- 1>confi g>rout er >l dp>t ar get ed#

Modifying Interface Parameters

Page 220

Y ou can modify L DP interface parameters without shutting down entities. The changes take
effect immediately. Individual parameters cannot be deleted. The no form of an
i nt er face- paramet er command reverts modified values back to the defaults.

Thefollowing example displaysthe CLI syntax to revert targeted session parameters back to
the default values.

Example: config>router# |dp
confi g>router>l dp>i nterface-paraneters
config>router>l dp>i f-paranms# no hello
config>router>l dp>if-parans# no interface to-104
config>router>l dp>i f-parans# no keepalive
config>router>l dp>if-params# no transport-address
config>router>l dp>if-paranms# info

The following example displays the default value output.

ALU- 1>confi g>rout er >l dp>t arget ed# i nfo detai

hello 15 3
keepalive 30 3
no transport-address

ALU- 1>confi g>rout er >l dp>t ar get ed#
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LDP Command Reference

Command Hierarchies

* LDP Commands

e Show Commands
¢ Clear Commands
e Debug Commands
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LDP Commands

config
— router [router-name]
— [no] Idp
— [no] graceful-restart
— maximume-recovery-time interval
— Nno maximum-recovery-time
— neighbor-liveness-time interval
— noneighbor-liveness-time
— import policy-name [policy-name...(up to 5 max)]
— noimport
— interface-parameters
— hello timeout factor
— nohello
— [no] interface ip-int-name
— hello timeout factor
— nohello
— keepalive timeout factor
— no keepalive
— local-lsr-id { system | interface}
— nolocal-lsr-id
— [no] shutdown
— transport-address{system | interface}
— notransport-address
— keepalive timeout factor
— no keepalive
— transport-address { system | interface}
— notransport-address
— peer-parameters
— [no] peer ip-address
— authentication-key {authentication-key | hash-key} [hash |
hash2]
— no authentication-key
— [no] shutdown
— targeted-session
— [no] disable-tar geted-session
— hello timeout factor
— nohello
— keepalive timeout factor
— nokeepalive
— [no] peer ip-address
— hello timeout factor
— nohello
— keepalive timeout factor
— no keepalive
— [no] shutdown
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show
— router [router-i
— Idp

Clear Commands

clear
— router [router-i
— |ldp
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nstance]

— auth-keychain [keychain]

— bindings [fec-type fec-type [detail]] [session ip-addr[:label-space]]

— bindings label-type start-label [end-label]

— bindings{prefix ip-prefix'mask [detail]} [session ip-addr[:label-space]]
— bindings active [prefix ip-prefix/mask]

— bindings vc-type ve-type [ve-id ve-id [session ip-addr[:label-space]]]
— bindings service-id service-id [detail]

— discovery [{ peer [ip-address]} |{interface [ip-int-name]}] [state state] [detail]
— interface [ip-int-name | ip-address] [detail]

— parameters

— peer [ip-address] [detail]

— peer-parameter s peer-ip-address

— session [ip-addr[:1abel-space]] [detail | statistics [packet-type]]

— status

nstance]

— instance

— interfaceip-int-name [statistics)

— peer ip-address [statistics]

— session ip-addr[:label-space] [statistics]
— dtatistics
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Debug Commands
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[no] debug
— router [router-instance]
— [no] Idp

— [no] interface interface-name
— [no] event

[no] messages

— [no] packet

hello [detail]
no hello

— [no] peer ip-address
— [no] event

[no] bindings
[no] messages

— [no] packet

hello [detail]
no hello

init [detail]

no init

[no] keepalive
|abel [detail]
no label
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Command Descriptions

e Configuration Commands on page 226
e Show Commands on page 239

¢ Clear Commands on page 262

e Debug Commands on page 264
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Configuration Commands

Page 226

Generic Commands on page 227

LDP Globa Commands on page 228
Interface Parameters Commands on page 234
Targeted Session Commands on page 236
Peer Parameters Commands on page 237
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Generic Commands

shutdown
Syntax

Context

Description

Default

[no] shutdown

config>router>ldp
config>router>ldp>if-params>if
config>router>ldp>targ-session>peer

This command administratively disables an entity. When disabled, an entity does not change, reset, or
remove any configuration settings or statistics.

The operational state of the entity is disabled as well as the operational state of any entities contained
within. Many objects must be shut down before they can be deleted.

The no form of this command administratively enables an entity.

Unlike other commands and parameters where the default state is not indicated in the configuration
file, the shutdown and no shutdown states are always indicated in system-generated configuration
files.

no shutdown
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LDP Global Commands

ldp

Syntax
Context

Description

Default

graceful-restart

Syntax
Context

Description

Default

[no] Idp
config>router

This command creates the context to configure an LDP protocol instance.

When an LDP instance is created, the protocol is enabled (in the no shutdown state). To suspend the
LDP protocol, use the shutdown command. Configuration parameters are not affected.

The no form of the command deletes the LDP protocol instance, removing all associated
configuration parameters. The LDP instance must first be disabled with the shutdown command
before being deleted.

none — LDP must be explicitly enabled

[no] graceful-restart
config>router>ldp

This command enables graceful restart helper.
The no form of the command disables graceful restart.

graceful-restart

maximum-recovery-time

Syntax

Context

Description

Default

Page 228

maximum-recovery-time interval
no maximum-recovery-time

config>router>ldp>graceful-restart

This command configures the local maximum recovery time, which is the time (in seconds) that the
sender of the TLV would like the receiver to wait, after detecting the failure of LDP communication
with the sender.

The no form of the command returns the default value.

120
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interval — specifies the maximum length of recovery time, in seconds
Values 1510 1800

neighbor-liveness-time

Syntax

Context

Description

Default

Parameters

import

Syntax

Context

Description

Default

neighbor-liveness-time interval
no neighbor-liveness-time

config>router>ldp>graceful-restart

This command configures the neighbor liveness time, which is the time (in seconds) that the LSR is
willing to retain its MPL S forwarding state. The time should be long enough to allow the neighboring
L SRsto resynchronize all the LSPsin a graceful manner, without creating congestion in the LDP
control plane.

The no form of the command returns the default value.

120

interval — specifies the length of time, in seconds
Values 510 300

import policy-name [policy-name ...(up to 5 max)]
no import

config>router>ldp

This command configures import route policies to determine which routes are accepted from LDP
neighbors. Policies are configured in the config>router >policy-options context. Refer to the 7705
SAR OS Router Configuration Guide.

If no import policy is specified, LDP accepts all routes from configured L DP neighbors. Import
policies can be used to limit or modify the routes accepted and their corresponding parameters and
metrics.

If multiple policy names are specified, the policies are evaluated in the order they are specified. The
first policy that matchesis applied. If multiple import commands are issued, the last command
entered will override the previous command. A maximum of five policy names can be specified. The
specified name(s) must already be defined.

The no form of the command removes al policies from the configuration.

no import
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Parameters

hello

Syntax

Context

Description

Default

Page 230

policy-name — specifies the import route policy name. Allowed values are any string up to 32
characterslong composed of printable, 7-bit ASCII characters. If the string contains special
characters (#, $, spaces, €tc.), the entire string must be enclosed within double quotes.

hello timeout factor
no hello

config>router>ldp>if-params
config>router>ldp>if-params>if
config>router>ldp>targ-session
config>router>ldp>targ-session>peer

This command configures the hold time. Thisisthe timeinterval to wait before declaring a neighbor
down. The factor parameter derives the hello interval.

Hold timeislocal to the system and is sent in the hello messages to the neighbor. Hold time cannot be
less than three times the hello interval. The hold time can be configured globally (appliesto al LDP
interfaces) or per interface. The most specific valueis used.

When an LDP session is being set up, the hold time is negotiated to the lower of the two peers. Once
an operational value is agreed upon, the hello factor is used to derive the value of the hello interval.

The no form of the command:

e attheinterface-parameters and targeted-session levels, sets the hello timeout and the hello
factor to the default values

+ attheinterface level, setsthe hello timeout and the hello factor to the value defined under
the interface-parameters level

e atthe peer level, setsthe hello timeout and the hello factor to the value defined under the
targeted-session level

The default value is dependent upon the CLI context. Table 28 lists the hello timeout factor default
values.

Table 28: Hello Timeout Factor Default Values

Context Timeout Factor
config>router>|dp>if-params 15 3
config>router>ldp>targ-session 45 3
config>router>|dp>if-params>if Inherits values from inter face-par ameter s context
config>router>ldp>targ-session>peer Inherits values from tar geted-session context
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Parameters timeout — configures the time interval, in seconds, that L DP waits before declaring a neighbor down
Values 1to 65535

factor — specifies the number of keepalive messagesthat should be sent on anidle LDP sessionin the
hello timeout interval

Values 1to 255

keepalive

Syntax keepalive timeout factor
no keepalive

Context  config>router>ldp>if-params
config>router>ldp>if-params>if
config>router>ldp>targ-session
config>router>ldp>targ-session>peer

Description This command configures the time interval, in seconds, that LDP waits before tearing down the
session. The factor parameter derives the keepalive interval.

If no LDP messages are exchanged for the configured time interval, the LDP session istorn down.
Keepalive timeout is usually three times the keepalive interval. To maintain the session permanently,
regardless of the activity, set the value to zero.

When an LDP session is being set up, the keepalive timeout is negotiated to the lower of the two
peers. Once a operational value is agreed upon, the keepalive factor is used to derive the value of the
keepalive interval.

The no form of the command:

e attheinterface-parameters and targeted-session levels, sets the keepalive timeout and the
keepalive factor to the default value

« attheinterfacelevel, setsthe keepalive timeout and the keepalive factor to the value defined
under the interface-parameterslevel

e atthe peer level, setsthe keepalive timeout and the keepalive factor to the value defined
under the tar geted-session level
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Default

Parameters

local-Isr-id

Syntax
Context

Description

Page 232

The default value is dependent upon the CLI context. Table 29 lists the keepalive timeout factor
default values.

Table 29: Keepalive Timeout Factor Default Values

Context Timeout Factor
config>router>|dp>if-params 30 3
config>router>ldp>targ-session 40 4
config>router>ldp>if-params>if Inherits values from inter face-par ameter s context
config>router>ldp>targ-session>peer Inherits values from tar geted-session context

timeout — configures the time interval, expressed in seconds, that LDP waits before tearing down the
session
Values 1to 65535

factor — specifies the number of keepalive messages, expressed as a decimal integer, that should be
sent on an idle LDP session in the keepalive timeout interval

Values 1to 255

local-Isr-id {system | interface}
no local-Isr-id

config>router>ldp>if-params>if

This command enables the use of the address of the link LDP interface asthe LSR-ID in order to
establish an LDP adjacency and session with a directly connected LDP peer.

By default, the LDP session uses the system interface address as the L SR-1D. This means that
targeted LDP (T-LDP) and interface L DP share acommon LDP TCP session and therefore acommon
LDP label space. The system interface must be configured on the router or the LDP protocol will not
come up on the node. At initial configuration, the LDP session to the peer remains down while the
interface is down. If the user changes the LSR-1D while the LDP session is up, LDP immediately
tears down the session and attempts to re-establish it using the new LSR-ID. If the interface used for
the local LSR-ID goes down, then the LDP session will also go down.

Theinterface option is the recommended setting when static route-L DP synchronization is enabled.

When the interface option is selected, the transport connection (TCP) for the link LDP session
configured by the transport-address command is automatically set to interface. Having both the
local-lsr-id and transport address set to the local interface creates two TCP sessions to the peer and
therefore two different LDP label spaces: one to the interface |P address for link LDP (L-LDP) and
oneto the system IP address for T-LDP.
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The no form of the command resets the local-Isr -id to the default value.
Default system

Parameters system — specifiesthat the system IP addressis used to set up the LDP session between neighbors

interface — specifies that the IP interface addressis used to set up the LDP session between
neighbors
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Interface Parameters Commands

interface-parameters

Syntax
Context

Description

interface

Syntax
Context

Description

Parameters

interface-parameters
config>router>ldp

This command enables the context to configure LDP interfaces and parameters applied to LDP
interfaces.

[no] interface ip-int-name
config>router>ldp>if-params

This command enables LDP on the specified IP interface.

The no form of the command deletes the LDP interface and all configuration information associated
with the LDP interface.

The LDP interface must be disabled using the shutdown command before it can be deleted.

ip-int-name — specifies an existing interface. If the string contains special characters (#, $, spaces,
etc.), the entire string must be enclosed within double quotes.

transport-address

Syntax
Context

Description
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transport-address {system | interface}
no transport-address

config>router>ldp>if-params
config>router>ldp>if-params>if

This command configures the transport address to be used when setting up the LDP TCP sessions.
The transport address can be configured globally (appliesto all LDP interfaces) or per interface. The
most specific valueis used.

With the transport-address command, you can set up the LDP interface to the connection that can be
set to the interface address or the system address. However, there can be an issue of which addressto
use when there are parallel adjacencies. This address selection situation can also occur when thereisa
link and a targeted adjacency, since targeted adjacencies request the session to be set up only to the
system | P address.
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Note that the transport-addr ess value should not be interface if multiple interfaces exist between
two LDP neighbors.

Depending on the first adjacency to be formed, the TCP endpoint is chosen. In other words, if one
LDPinterface is set up astransport-addressinterface and another as transport-address system,
then, depending on which adjacency was set up first, the TCP endpoint addresses are determined.
After that, because the hello containsthe LSR ID, the LDP session can be checked to verify that it is
set up and then the adjacency can be matched to the session.

The no form of the command:

« attheglobal level, setsthe transport address to the default value
o attheinterfacelevel, sets the transport address to the value defined under the global level

Default system

Parameters interface — specifiesthat the IP interface address is used to set up the LDP session between
neighbors. The transport address interface cannot be used if multipleinterfaces exist between two
neighbors, since only one LDP session is set up between two neighbors.

system — specifies that the system |P addressis used to set up the L DP session between neighbors
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Targeted Session Commands

targeted-session

Syntax
Context

Description

Default

targeted-session
config>router>ldp

This command configures targeted LDP sessions. Targeted sessions are L DP sessions between
non-directly-connected peers. Hello messages are sent directly to the peer platform instead of to all
the routers on this subnet multicast address.

The discovery messages for an indirect L DP session are addressed to the specified peer and not to the
multicast address.

none

disable-targeted-session

Syntax
Context

Description

Default

peer

Syntax
Context
Description
Default

Parameters
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[no] disable-targeted-session
config>router>ldp>targeted-session

This command disables support for targeted sessions. Targeted sessions are L DP sessions between
non-directly-connected peers. The discovery messages for an indirect LDP session are addressed to
the specified peer and not to the multicast address.

The no form of the command enables the setup of any targeted sessions.

no disable-targeted-session

[no] peer ip-address
config>router>ldp>targeted-session

This command configures parameters for an LDP peer.
none

ip-address — specifies the LDP peer in dotted-decimal notation
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Peer Parameters Commands

peer-parameters

Syntax

Context
Description

peer

Syntax

Context
Description
Default
Parameters

peer-parameters
config>router>ldp

This command enables the context to configure peer specific parameters.

[no] peer ip-address
config>router>ldp>peer-parameters

This command configures parameters for an LDP peer.
none

ip-address — specifies the LDP peer in dotted-decimal notation

authentication-key

Syntax

Context

Description

Default

Parameters
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authentication-key {authentication-key | hash-key} [hash | hash?2]
no authentication-key

config>router>ldp>peer-parameters>peer

This command specifies the authentication key to be used between LDP peers before establishing
sessions. Authentication uses the MD5 message-based digest.

The no form of this command disables authentication.

none

authentication-key — specifies the authentication key. Allowed values are any string up to 16
characters long (unencrypted) composed of printable, 7-bit ASCII characters. If the string
contains specia characters (#, $, spaces, €tc.), the entire string must be enclosed within double
quotes.

hash-key — specifies the hash key. Allowed values are any string up to 33 characters long composed
of printable, 7-bit ASCII characters. If the string contains special characters (#, $, spaces, etc.),
the entire string must be enclosed within double quotes.

Thisis useful when a user must configure the parameter; however, for security purposes, the
actual unencrypted key value is not provided.
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hash — specifies that the key is entered and stored on the node in encrypted form
hash2 — specifies that the key is entered and stored on the node in amore complex encrypted form

Note: If neither the hash or hash2 keyword is specified, the key is entered in clear text.
=» | However, for security purposes, the key is stored on the node using hash encryption.
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Show Commands

auth-keychain

Syntax auth-keychain [keychain]
Context show>router>ldp

Description  Thiscommand displays LDP sessions using a particular authentication key chain.

Parameters keychain — specifies an existing keychain name

Sample Output

*A: ALU- 48>conf i g>rout er > dp# show router |dp auth-keychain

LDP Peers
Peer TTL Security M n-TTL-Val ue Authentication Auth key chain
10.20.1.3 Di sabl ed n/a Enabl ed et a_keychai nl

No. of Peers: 1

*A: ALU- 48>conf i g>r out er >| dp#

bindings

Syntax bindings [fec-type fec-type [detail]] [session ip-addr[:label-space]]
bindings label-type start-label [end-label]
bindings {prefix ip-prefix/mask [detail]} [session ip-addr[:label-space]]
bindings active [prefix ip-prefix/mask]
bindings vc-type ve-type [vc-id ve-id [session ip-addr[:label-space]]]
bindings service-id service-id [detail]

Context show>router>ldp
Description This command displays the contents of the label information base.
Parameters ip-addr — specifies the | P address of the next hop
Values ab.cd

fec-type — specifies the forwarding class type

Values  prefixes, services

7705 SAR OS MPLS Guide Page 239



LDP Command Reference

Output
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ip-prefix — specifies the I P prefix in dotted-decimal notation
Values ab.c.d (host bits must be 0)

mask — specifies the 32-hit address mask used to indicate the bits of an | P address that are being used
for the subnet address

Values 0to 32
|abel-space — specifies the label space identifier that the router is advertising on the interface
Values  0to 65535
|abel-type — specifies the label type to display
Values  ingress-label, egress-label
start-label — specifies alabel value to begin the display
Values 16 to 1048575
end-label — specifies alabel value to end the display
Values 17 to 1048575
vc-type — specifies the VC type to display
Values atmvcc, atmvpc, cesopsn, cesopsn-cas, satop-el, satop-tl, ethernet, ipipe
vc-id — specifiesthe VC ID to display
Values  11t04294967295
service-id — specifies the service ID number to display
Values  1to 2147483647

The following output is an example of LDP bindings information, and Table 30 describes the fields.
Following the table are output examples for:

¢ LDP bindings detail
e LDP bindings session
¢ LDPbindings active
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Sample Output - show router Idp bindings

A: cpm a# show router |dp bindings

LDP LSR ID: 1.1.1.30

Legend: U - Label In Use, N - Label Not In Use, W- Label Wthdrawn

S - Status Signaled Up, D - Status Signal ed Down

E - Epipe Service, V - VPLS Service, M- Mrror Service

A - Apipe Service, F - Fpipe Service, | - IES Service, R - VPRN service
P - | pipe Service, C - Cpipe Service

TLV - (Type, Length: Val ue)

LDP Prefix Bindings

Prefix Peer I ngLbl  EgrLbl Egrintf/Lspld EgrNextHop
1.1.1.30/32 1.1.1.33 131071U - - -- --
1.1.1.30/32 1.1.1.57 131071U - - -- --
1.1.1.33/32 1.1.1.33 -- 131071 1/2/3:1 10.4.1.33
1.1.1.33/32 1.1.1.57 131061U 131059  -- --
1.1.1.57/32 1.1.1.33 131060U 131067  -- --
1.1.1.57/32 1.1.1.57 -- 131071 Lspld 1 --
1.1.1.58/32 1.1.1.33 131059U 131066  -- --
1.1.1.58/32 1.1.1.57 131059N 131070 Lspld 1 --

No. of Prefix Bindings: 8

LDP Service FEC 128 Bi ndi ngs

Type VCl d Svcld SDPId Peer IngLbl EgrLbl LMIU RMIU
E-Eth 100 1 1 1.1.1.57 131069U 131068D 1500 1500
E-Eth 101 2 1 1.1.1.57 -- 131067D 1500 1500
E-Eth 102 3 1 1.1.1.57 131067U 131066 1500 1500
E-Eth 103 4 1 1.1.1.57 131066W 131065 1500 1500
E-Eth 104 5 1 1.1.1.57 131065U  -- 1500 O
E-Eth 105 5 1 1.1.1.57 131064U  -- 1500 O
E-Eth 106 6 1 1.1.1.57 131063U 131064D 1500 1500
E-Eth 107 7 1 1.1.1.57 131062U  -- 1500 O

AG SAl | TAI'l
Type Svcld SDPId Peer I ngLbl  EgrLbl LMIU RMIU

No Matching Entries Found

A cpm a#
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Table 30: LDP Bindings Output Fields

Label Description
Legend U: Label InUse E: Epipe service
N: Label Not In Use A: Apipe service
W: Label Withdrawn C: Cpipe service
S: Status Signaled Up P: Ipipe service
D: Status Signaled Down TLV: (Type, Length: Value)
Type The service type exchanging labelsin the SDP. The possible types
displayed are Epipe, Spoke, and Unknown.
VCl d The value used by each end of an SDP tunnél to identify the VC
Svcl D Identifies the service in the service domain
SDPI d Identifies the SDP in the service domain
Peer The IP address of the peer
| ngLbl Theingress LDP label

U —indicates that the label isin use

R —indicates that the |abel has been released

Egr Lbl The egress LDP label

LMIU Thelocal MTU value

RMTU The remote MTU value

No. of Prefix The total number of LDP bindings on the router
Bi ndi ngs

Egrintf/Lspld The egressinterface LSP ID

Egr Next Hop The egress next-hop address

No. of VC Labels The total number of VC labels

No. of Service The total number of service bindings

Bi ndi ngs

Ad Type The address group identifier (AGI)

SAll Peer The source attachment individua identifier (SAIl)
TAIl EgrLbl The target attachment individual identifier (TAII)
Vc-swi t chi ng Not applicable — always indicates no

Egr. Fl ags Specifies egress flag, if any

Egr. Ctl Word Indicates whether egress control words are used
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Table 30: LDP Bindings Output Fields (Continued)

stack (push or pop)

Label Description

Egr. Status Bits Indicates whether egress status bits are supported

I gr. Flags Specifiesingressflag, if any

lgr. Ctl Word Indicates whether ingress control words are used

Igr. Status Bits Indicates whether ingress status bits are supported

(0] The operation performed on the ingress or egress label inthe LDP

Sample Output - show router Idp bindings detail

A: cpm a# show router |dp bindings detai

LDP LSR ID: 1.1.1.30

Legend:

- Label In

Use, N - Label Not In Use, W- Label Wthdrawn
gnaled Up, D - Status Signal ed Down

- Epipe Service, V - VPLS Service, M- Mrror Service
- Apipe Service, F - Fpipe Service, | - |ES Service, R- VPRN service
P - | pipe Service, C - Cpipe Service

U
S - Status Si
E
A

TLV - (Type

Lengt h: Val ue)

LDP Prefix Bindings

I ng Lbl

Egr Next Hop
Egr. Fl ags

Egr Next Hop
Egr. Flags

1.1.1.30/32
131071U Peer :1.1.1.33
None Ing. Flags : None
1.1.1.30/32
131071U Peer :1.1.1.57
None I ng. Flags : None
1.1.1.33/32

-- Peer 0 1.1.1.33
131071 Egr Int/Lspld ;0 1/2/3:1
10.4.1.33
None Ing. Flags : None
1.1.1.33/32
131061U Peer 0 1.1.1.57
131059 Egr Int/Lspld : --
None Ing. Flags : None
1.1.1.57/32
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I ng Lbl 131060U Peer 1.1.1.33
Egr Lbl 131067 Egr Int/Lspld --

Egr Next Hop --

Egr. Fl ags None Ing. Flags None
Prefi x 1.1.1.57/32

I ng Lbl -- Peer 1.1.1.57
Egr Lbl 131071 Egr Int/Lspld Lspld 1
Egr Next Hop --

Egr. Flags None Ing. Flags None

Lsp Nane | sp_bot h2

Prefix 1.1.1.58/32

I ng Lbl 131059U Peer 1.1.1.33
Egr Lbl 131066 Egr Int/Lspld --

Egr Next Hop --

Egr. Fl ags None Ing. Flags None
Prefix 1.1.1.58/32

I ng Lbl 131059N Peer 1.1.1.57
Egr Lbl 131070 Egr Int/Lspld Lspld 1
Egr Next Hop --

Egr. Flags None Ing. Flags None

Lsp Nane | sp_bot h2

No. of Prefix Bindings: 8

LDP Servi ce Bindings

Type E-Eth Vel d 100

Svcl d 1 Sdpl d 1

Peer Address 1.1.1.57 Vc-sw t chi ng No

LMTU 1500 RMTU 1500

Egr. Lbl 131068D Egr. I Word No

Egr. Fl ags None Egr. Status Bits Supported (0x16)
I ng. Lbl 131069U Ing. Gl Wrd No

Ing. Flags None Ing. Status Bits Supported (0x0)
Type E-Eth Vel d 101
Svcld 2 Sdpl d 1

Peer Address 1.1.1.57 Vc-sw t chi ng No

LMTU 1500 RMTU 1500

Egr. Lbl 131067D Egr. Gl Word Yes

Egr. Flags None Egr. Status Bits Supported (0x16)
I ng. Lbl -- Ing. &l Wrd No

I ng. Flags Rel eased Ing. Status Bits N A
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Type

Svcl d

Peer Address
LMTU

Egr. Lbl

Egr. Flags

I ng. Lbl

1500
131066
None
131067U
None

Sdpl d

Vc-sw t chi ng
RMIU

Egr. CI Word
Egr. Status Bits
Ing. &l Wrd
Ing. Status Bits

Type

Svcld

Peer Address
LMIuU

Egr. Lbl

Egr. Fl ags

I ng. Lbl

1500
131065
None
131066W
None

Sdpl d

Vc-sw t chi ng
RMIU

Egr. Gl Word
Egr. Status Bits
Ing. Gl Wrd
Ing. Status Bits

Supported (0x16)

Type

Svcld

Peer Address
LMTU

Egr. Lbl

Egr. Flags

I ng. Lbl

None

None

Sdpl d

Vc-sw t chi ng
RMTU

Egr. Gl Word
Egr. Status Bits
Ing. &l Wrd
Ing. Status Bits

Supported (0x18)

Type

Svcld

Peer Address
LMTU

Egr. Lbl

Egr. Fl ags

I ng. Lbl

None

None

Sdpl d

Vc-swi t ching
RMIuU

Egr. ClI Word
Egr. Status Bits
Ing. Gl Wrd
Ing. Status Bits

Yes 1:104

0

No

N A

No

Supported (0x18)

Type

Svcld

Peer Address
LMIU

Egr. Lbl

Egr. Fl ags

I ng. Lbl

I ng. Flags

1500
131064D
None
131063U
None

Sdpl d

Vc-sw t chi ng
RMIU

Egr. I Wrd
Egr. Status Bits
Ing. Gl Word
Ing. Status Bits

Yes

Supported (0x16)
No

Supported (0x0)

Type

Svcld

Peer Address
LMTU

Egr. Lbl

Egr. Flags

I ng. Lbl

Ing. Flags
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None
131062U
None

Sdpl d

Vc-sw t chi ng
RMTU

Egr. Gl Word
Egr. Status Bits
Ing. &l Wrd
Ing. Status Bits

N A
No
Supported (0x0)
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No. of VC Labels: 8

A cpm a#

Sample Output - show router Idp bindings session

ALU- 12# show router |dp bindings session 10.10.10.104

LDP LSR I D: 10.10.10. 103

Legend: U - Label In Use, R - Label Released

LDP Prefix Bindings

Prefix Peer IngLbl  EgrLbl Egrintf Egr Next Hop

No Matching Entries Found

LDP Servi ce FEC 128 Bi ndi ngs

Type VCl d Svcld SDPId Peer IngLbl  EgrLbl LMIU RMIU
Ukwn 222 Ukwn Ukwn 10. 10. 10. 104 -- 131071 O 0
VPLS 700 700 2 10. 10. 10. 104 131071U 131070 1514 O

No. of Service Bindings: 2

LDP Servi ce FEC 129 Bi ndi ngs

AG SAl | TAI'l
Type Svcld SDPId Peer Ingkbl  EgrLbl LMIU RMIU

No Matching Entries Found

ALU- 12#

Sample Output - show router Idp bindings active

ALU- 12# show router |dp bindings active

LDP Prefix Bindings (Active)

Prefix (4] I ngLbl Egr Lbl Egrlntf Egr Next Hop
10.20.1.3/32 Push -- 131069 1/1/6 20.1.1.1
10.20.1.10/ 32 Pop 131069 -- -- --

No. of Prefix Bindings: 2

ALU- 12#
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discovery

Syntax discovery [{peer [ip-address]} | {interface [ip-int-name]}] [state state] [detail]
Context show>router>ldp
Description This command displays the status of the interfaces participating in LDP discovery.

Parameters ip-address — specifies the | P address of the peer

ip-int-name — specifies an existing interface. If the string contains special characters (#, $, spaces,
etc.), the entire string must be enclosed within double quotes.

state — specifies the current operational state of the adjacency
detail — displays detailed information

Output  Thefollowing outputs are examples of LDP discovery information, and Table 31 describes the fields.

Sample Output - show router Idp discovery

ALU- 12# show router |dp discovery

LDP Hel | o Adj acenci es

Interface Nane Local Addr Peer Addr Adj Type State
N A 10. 10. 10. 103 10. 10. 10. 93 Targ Trying
N A 10. 10. 10. 103 10. 10. 10. 104 Targ Est ab
to-104 10. 0. 0. 103 224.0.0.2 Li nk Tryi ng

No. of Hello Adjacencies: 3

ALU- 12#

Sample Output - show router Idp discovery detail

ALU- 12# show router |dp discovery detail

LDP Hel | o Adj acencies (Detail)

Peer 10.10.10.93

Local Address :10.10. 10. 103 Peer Address :10.10.10.93
Adj acency Type : Targeted State : Trying

Local Address : 10. 10. 10. 103 Peer Address : 10. 10. 10. 104
Adj acency Type : Targeted State : Established
Up Tine : 0d 18:26: 36 Hol d Ti ne Renmining: 38

Hell o Mesg Recv : 76616920 Hel l o Mesg Sent . 466580812
Renmpte Cfg Seq No : 159 Renpte | P Address : 10.10.10.104
Local Cfg Seq No : 1674451 Local | P Address :0.224.173.172
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Local Address : 10.0.0.103 Peer Address :224.0.0.2
Adj acency Type . Link State : Trying
ALU- 12#

Table 31: LDP Discovery Output Fields

Label Description

| nt erf ace Nanme | The name of theinterface

Local Addr The IP address of the originating (local) router

Peer Addr The IP address of the peer

Adj Type The adjacency type between the LDP peer and LDP session
State Est abl i shed — indicatesthat the adjacency is established

Tryi ng —indicates that the adjacency is not yet established

No. of Hello The total number of hello adjacencies discovered
Adj acenci es

Up Tine The amount of time the adjacency has been enabled

Hol d- Ti e The time left before a neighbor is declared to be down

Remai ni ng

Hell o Mesg The number of Hello messages received for this adjacency

Recv

Hel l o Mesg The number of Hello messages that have been sent for this adjacency
Sent

Renot e Cf g Seq | The configuration sequence number that wasin the Hello message
No received when this adjacency started up. This configuration sequence
number changes when there is a change of configuration.

Renote I P The IP address used on the remote end for the LDP session
Addr ess

Local Cfg Seq The configuration sequence number that was used in the Hello message
No sent when this adjacency started up. This configuration sequence number
changes when there is a change of configuration.

Local IP The IP address used locally for the LDP session
Addr ess
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Syntax
Context

Description

Parameters

Output

Label Distribution Protocol

interface [ip-int-name | ip-address] [detail]
show>router>ldp

This command displays configuration information about L DP interfaces.

ip-int-name — specifies an existing interface. If the string contains special characters (#, $, spaces,
etc.), the entire string must be enclosed within double quotes.

ip-address —identifies the LDP neighbor by IP address
detail — displays detailed information

The following output is an example of LDP interface information, and Table 32 describes the fields.

Sample Output

A: ALU- 12# show router Idp interface

LDP Interfaces

Interface Adm Opr Hello Hold KA KA Transport
Factor Time Factor Ti meout Address

No. of Interfaces: 1

A ALU- 12#

A: ALU- 12>show>r out er > dp# i nterface detail

LDP Interfaces (Detail)

Admin State : Up Oper State . Down

Oper Down Reason : interfaceDown

Hol d Tine : 1000 Hel | o Factor : 15

Keepal i ve Tineout : 1000 Keepal i ve Factor : 15

Transport Addr : System Last Modified : 08/08/2007 09:50: 15
Active Adjacencies : 0

Tunnel i ng . Disabl ed

Lsp Nane : None

A: ALU- 12>show>r out er >| dp#
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Table 32: LDP Interface Output Fields

Label Description

Interface The interface associated with the LDP instance

Adm Up —indicatesthat the LDP isadministratively enabled
Down — indicatesthat the LDP isadministratively disabled

Opr Up —indicatesthat the LDPis operationally enabled

Down —indicatesthat the LDP is operationally disabled

Hel | o Fact or

The value by which the hello timeout should be divided to give the
hello time; that is, the time interval, in seconds, between LDP Hello
messages. L DP uses hello messages to discover neighbors and to
detect loss of connectivity with its neighbors.

Hol d Ti e Thetimeinterval, in seconds, that L DP waits before declaring a
neighbor to be down. Hold time (also known as Hello time) islocal to
the system and is sent in the hello messages to a neighbor.

KA Fact or The value by which the keepalive timeout should be divided to give
the keepalive time; that is, the timeinterval, in seconds,
between L DP keepalive messages. L DP keepalive messages are sent to
keep the LDP session from timing out when no other LDP trafficis
being sent between the neighbors.

KA Ti neout Thetime interval, in seconds, that L DP waits before tearing down a
session. If no LDP messages are exchanged during this time interval,
the LDP session is torn down. Generally the value is configured to be
three times the keepalive time (the time interval between successive
L DP keepalive messages).

Transport The transport address entity

Addr ess

No. of The total number of LDP interfaces

Interfaces

Oper Down Reason

The reason for the L SP being in the down state

Active
Adj acenci es

The number of active adjacencies

Last Modified

The time of the last modification to the LDP interface

Lsp Nanme

The LSP name
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parameters

Syntax parameters
Context show>router>ldp

Description This command displays configuration information about L DP parameters.
Output The following output is an example of LDP parameters information, and Table 33 describes the
fields.

Sample Output

A: ALU- 12# show router |dp paraneters

LDP Paranmeters (LSR I D 10. 10. 10. 103)

Graceful Restart Paraneters

Nbor Liveness Tinme : 120 sec Max Recovery Tine : 120

Keepal i ve Tineout : 30 sec Keepal i ve Factor : 3

Hol d Time . 15 sec Hel | o Factor 3
Propagate Policy ;. system Transport Address : system
Deaggr egat e FECs : Fal se Route Preference : 9

Label Distribution : downstreannsolicited Label Retention : liberal
Control Mode : ordered Loop Detection . none

Keepal i ve Tineout : 5000 sec Keepal i ve Factor : 255

Hol d Tine : 5000 sec Hel | o Factor . 255
Passi ve Mbde . Fal se Target ed Sessions : Enabl ed
A ALU- 12#
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Table 33: LDP Parameters Output Fields

Label

Description

G aceful Restart

Par aneters

Nbor Liveliness
Ti me

The neighbor liveliness time

Max Recovery
Ti me

The local maximum recovery time

Interface Paraneters

Keepal i ve
Ti meout

Thetimeinterval, in seconds, that LDP waits before tearing down a
session. If no LDP messages are exchanged during thistime interval,
the LDP session istorn down. Generally the value is configured to be
three times the keepalive time (the time interval between successive
LDP keepalive messages).

Keepal i ve Fact or

The value by which the keepalive timeout should be divided to give the
keepalive time; that is, the time interval, in seconds, between LDP
keepalive messages. L DP keepalive messages are sent to keep the LDP
session from timing out when no other LDP traffic is being sent
between the neighbors.

Hol d Tinme

Thetimeinterval, in seconds, that L DP waits before declaring a
neighbor to be down. Hold time (also known as Hello time) islocal to
the system and is sent in the hello messages to a neighbor.

Hel | o Factor

The value by which the hello timeout should be divided to give the
hello time; that is, the timeinterval, in seconds, between LDP Hello
messages. L DP uses hello messages to discover neighbors and to detect
loss of connectivity with its neighbors.

Propagate Policy

Specifies whether the L SR should generate FECs and which FECsiit
should generate

syst em —indicates that the LDP will distribute label bindings only
for the router’s system | P address

i nt erface —indicatesthat the LDP will distribute Iabel bindings
for all LDP interfaces

al I —indicatesthat the LDP will distribute abel bindings for al
prefixesin the routing table

none — indicatesthat the LDP will not distribute any label bindings
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Table 33: LDP Parameters Output Fields (Continued)

Label Description

Transport i nterface —theinterface P addressis used to set up the LDP

Addr ess session between neighbors. If multiple interfaces exist between two
neighbors, the interface mode cannot be used since only one LDP
session is actually set up between the two neighbors.
syst em — the system |P addressis used to set up the LDP session
between neighbors

Label - The label distribution method

Di stribution

Label - Retenti on

i beral —all advertised label mappings are retained whether they
are from avalid next hop or not. When the label distribution valueis
downstream unsolicited, a router may receive label bindings for the
same destination for all its neighbors. Labels for the non-next-hops for
the FECs are retained in the software but not used. When a network
topology change occurs where a non-next-hop becomes atrue next hop,
the label received earlier isthen used.

conservati ve — advertised label mappings are retained only if
they will be used to forward packets; for example if the label came
from avalid next hop. Label bindings received from non-next-hops for
each FEC are discarded.

Control WMbde

order ed —Ilabel bindings are not distributed in response to alabel
request until alabel binding has been received from the next hop for the
destination

i ndependent — label bindings are distributed immediately in
response to alabel request even if alabel binding has not yet been
received from the next hop for the destination

Rout e Preference

Theroute preference assigned to LDP routes. When multiple routes are
available to a destination, the route with the lowest preference will be
used. Thisvaueisonly applicable to LDP interfaces and not for
targeted sessions.

Tar get ed Sessi on

Paraneters

Keepal i ve
Ti meout

The factor used to derive the keepalive interval

Keepal i ve Fact or

Thetimeinterval, in seconds, that L DP waits before tearing down the
session

Hol d Ti me

The time left before a neighbor is declared to be down
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Table 33: LDP Parameters Output Fields (Continued)

Label Description

Hel |l o Factor The value by which the hello timeout should be divided to give the
hello time; that is, the timeinterval, in seconds, between LDP Hello
messages. L DP uses hello messages to discover neighbors and to detect
loss of connectivity with its neighbors.

Di sabl ed —indicatesthat no authentication is being used

Passi ve Mdde True —indicatesthat LDP responds only when it gets a connect
request from a peer and will not attempt to actively connect to its
neighbors

Fal se —indicatesthat LDP actively triesto connect to its peers

Tar get ed Enabl ed — indicatesthat targeted sessions are enabled

Sessi ons

Di sabl ed — indicatesthat targeted sessions are disabled

peer

Syntax peer [ip-address] [detail]
Context  show>router>ldp
Description This command displays configuration information about LDP peers.
Parameters  ip-address — specifies the | P address of the LDP peer
detail — displays detailed information

Output The following output is an example of LDP peer information, and Table 34 describes the fields.

Sample Output

A: ALU- 12# show router |dp peer

LDP Peers

Peer Adm Qor Hello Hol d KA KA Passi ve Aut o
Factor Tinme Factor Tineout Mbde Creat ed

10.10. 10. 93 Up Up 3 45 4 40 Di sabl ed Yes

10. 10. 10. 104 Up Up 3 45 4 40 Di sabled Yes

No. of Peers: 2

A ALU- 12#
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A: ALU- 12# show router |dp peer detail

LDP Peers (Detail)

Peer 1.2.3.4
Adnmin State  Up Oper State . Down
Hol d Ti me ;45 Hel | o Factor : 3
Keepal i ve Tineout : 40 Keepal i ve Factor 4
Passi ve Mode . Disabl ed Last Modified : 05/01/2008 21:44:17
Active Adjacencies : 0 Auto Created : No
Tunnel i ng : None
Lsp Nane : None
A ALU- 12#
Table 34: LDP Peer Output Fields

Label Description

Peer The IP address of the peer

Adm Up —indicatesthat LDP isadministratively enabled
Down —indicatesthat LDP isadministratively disabled

Opr Up —indicatesthat LDPisoperationally enabled
Down —indicatesthat LDP is operationally disabled

Hel |l o Factor The value by which the hello timeout should be divided to give the
hello time; that is, the time interval, in seconds, between LDP Hello
messages. L DP uses hello messages to discover neighbors and to
detect loss of connectivity with its neighbors.

Hol d Ti e Thetime interval, in seconds, that L DP waits before declaring a
neighbor to be down. Hold time (also known as Hello time) islocal to
the system and is sent in the hello messages to a neighbor.

KA Fact or The value by which the keepalive timeout should be divided to give
the keepalive time; that is, thetime interval, in seconds,
between L DP keepalive messages. L DP keepalive messages are sent to
keep the LDP session from timing out when no other LDP trafficis
being sent between the neighbors.

KA Ti meout Thetimeinterval, in seconds, that LDP waits before tearing down a
session. If no LDP messages are exchanged during thistime interval,
the LDP session istorn down. Generally the value is configured to be
three times the keepalive time (the time interval between successive
LDP keepalive messages).
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Table 34: LDP Peer Output Fields (Continued)

Label Description

Passi ve Mode The mode used to set up LDP sessions. Thisvaueisonly applicableto
targeted sessions and not to LDP interfaces. Thismode is always set to
False.

True —indicatesthat LDP responds only when it gets a connect
reguest from a peer and will not attempt to actively connect to its
neighbors

Fal se —indicatesthat LDP actively triesto connect to its peers

Auto Create Specifies whether or not atargeted peer was automatically created
through a Service Manager. For an LDP interface, thisvalueis aways
false.

No. of Peers The total number of LDP peers

LSP The LSP name

peer-parameters

Syntax peer-parameters peer-ip-address
Context  show>router>ldp

Description This command displays L DP peer information.

Parameters peer-ip-address — specifies the peer 1P address

Output The following output is an example of LDP peer-parameters information, and Table 35 describes the
fields.

Sample Output

A: ALU- 214># show router |dp peer-paraneters

LDP Peers
Peer TTL Security M n-TTL-Val ue Authentication Auth key chain
10. 10. 10. 104 Di sabl ed n/a Enabl ed n/a

No. of Peers: 1

A ALU- 214>#
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Table 35: LDP Peer-Parameter Output Fields

Label Description
Peer The IP address of the peer
Aut henti cati on Enabl ed — authentication using MD5 message-based digest

protocol is enabled

Di sabl ed — no authentication is used

session

Syntax session [ip-addr [:label-space]] [detail | statistics [packet-type]]
Context show>router>ldp
Description This command displays configuration information about L DP sessions.
Parameters ip-addr — specifies the | P address of the LDP peer
|abel-space — specifies the label space identifier that the router is advertising on the interface
Values  0to 65535
detail — displays detailed information
packet-type — specifies the packet type
Values  hello, keepalive, init, label, notification, address

Output  Thefollowing output is an example of LDP session information, and Table 36 describes the fields.

Sample Output

ALU- 12# show router |dp session

LDP Sessi ons

Peer LDP Id Adj Type State Msg Sent Msg Recv Up Tine

No. of Sessions: 1

ALU- 12#
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A:cpm a# show router |dp session detail

LDP Sessions (Detail)

Session with Peer 1.1.1.33:0

Adj acency Type : Link State Est abl i shed
Up Tine : 0d 00:03:51

Max PDU Length . 4096 KA/ Hol d Ti me Remai ni ng: 26

Li nk Adjacencies : 1 Tar get ed Adj acenci es 0

Local Address :1.1.1.30 Peer Address 1.1.1.33
Local TCP Port . 646 Peer TCP Port 50232
Local KA Tineout : 30 Peer KA Ti nmeout 30

Mesg Sent : 89 Mesg Recv 126

FECs Sent 3 FECs Recv 3

GR State : Not Capable

Nor Liveness Tinme : 0 Max Recovery Time 0

Nunber of Restart : O Last Restart Tine Never
Advertise : Address

Session with Peer 1.1.1.57:0

Adj acency Type . Targeted State Est abl i shed
Up Tinme : 0d 00:03: 49

Max PDU Length : 4096 KA/ Hol d Ti ne Renmi ning: 36

Li nk Adjacencies : O Tar get ed Adj acenci es 1

Local Address 0 1.1.1.30 Peer Address 1.1.1.57
Local TCP Port : 646 Peer TCP Port 49574
Local KA Tineout : 40 Peer KA Ti meout 40

Mesg Sent . 55 Mesg Recv 61

FECs Sent 11 FECs Recv 8

GR State : Not Capabl e

Nbr Liveness Tine : 0 Max Recovery Tinme 0

Nunber of Restart : O Last Restart Tine Never
Advertise . Address/ Servi*

A cpm a#

Table 36: LDP Session Output Fields

Label Description
Peer LDP Id The IP address of the LDP peer
Adj Type The adjacency type between the LDP peer and LDP session that is targeted

Li nk — specifiesthat this adjacency isaresult of aLink Hello

Tar get ed — specifiesthat thisadjacency isaresult of a Targeted Hello

State Est abl i shed —theadjacency is established

Tryi ng —the adjacency is not yet established

Msg Sent The number of messages sent
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Syntax
Context

Description

Output

Label Distribution Protocol

Table 36: LDP Session Output Fields (Continued)

Label Description

Msg Rcvd The number of messages received

Up Tine The amount of time the adjacency has been enabled
status

show>router>ldp

This command displays LDP status information.

The following output is an example of LDP status information, and Table 37 describes the fields.

Sample Output

* A: csasi nR>show>r out er >l dp# st at us

LDP Status for

LSR I D 10. 10. 10. 32

Adnmin State

Created at

Oper Down Reason

Last Change

I nport Policies
test-policyl

Active Adjacencies :

Active Interfaces

Active Peers

Addr FECs Sent

Serv FECs Sent :

Attenmpted Sessions :

No Hello Err

Max PDU Err

Bad LDP Id Err

Bad Mesg Len Err

Mal f ormed TLV Err

Shut down Notif Sent:

Up

05/ 01/ 2008 16:12:07
n/ a

05/ 02/ 2008 16:49: 01

0
0
0
0
0
0
0
0
0
0
0
0

Oper State

Up Tine

Oper Down Events

Tunn Down Danp Ti ne

Export Policies
None

Active Sessions

Inactive Interfaces

I nactive Peers

Addr FECs Recv

Serv FECs Recv

Param Adv Err

Label Range Err
Bad PDU Len Err
Bad TLV Len Err

Keepal i ve Expired Err:

Shut down Notif Recv

Up

3d 23:31:22

0
3 sec

[eNeoNoN Ne]

[eNeoNeNoNoNe]

* A: csasi nR>show>r out er >| dp#
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Table 37: LDP Status Output Fields

Label Description
Adm n State Up —indicatesthat LDP isadministratively enabled
Down — indicatesthat LDP isadministratively disabled
Oper State Up —indicatesthat LDP is operationally enabled
Down —indicatesthat LDP is operationally disabled
Created at The date and time that the L DP instance was created
Up Tine The time, in hundredths of seconds, that the LDP instance has been

operationaly up

Oper Down Ti e

The time, in hundredths of seconds, that the LDP instance has been
operationally down

Oper Down The number of times the L DP instance has gone operationally down since
Event s the instance was created

Last Change The date and time that the L DP instance was last modified

| mport The import policy associated with the LDP instance

Pol i ci es

Active The number of active adjacencies (established sessions) associated with

Adj acenci es

the LDP instance

Active The number of active sessions (session in some form of creation)

Sessi ons associated with the LDP instance

Active The number of active (operationally up) interfaces associated with the

I nterfaces LDP instance

I nactive The number of inactive (operationally down) interfaces associated with the
Interfaces LDP instance

Active Peers

The number of active LDP peers

| nacti ve Peers

The number of inactive LDP peers

Addr FECs Sent

The number of labels that have been sent to the peer associated with this
FEC

Addr FECs Recv

The number of labels that have been received from the peer associated
with this FEC

Serv FECs Sent

The number of labels that have been sent to the peer associated with this
FEC

Serv FECs Recv

The number of labels that have been received from the peer associated
with this FEC
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Table 37: LDP Status Output Fields (Continued)

Label Description

At t enpt ed The total number of attempted sessions for this LDP instance

Sessi ons

No Hello Err The total number of “ Session Rejected” or “No Hello Error” notification

messages sent or received by this LDP instance

Par am Adv Err

Thetotal number of “Session Rejected” or “ Parameters Advertisement
Mode Error” notification messages sent or received by this LDP instance

Max PDU Err The total number of “ Session Rejected” or “ Parameters Max PDU Length
Error” notification messages sent or received by this LDP instance

Label Range The total number of “ Session Rejected” or “ Parameters Label Range

Err Error” notification messages sent or received by this LDP instance

Bad LDP Id Err | Thenumber of bad LDP identifier fatal errors detected for sessions
associated with this LDP instance

Bad PDU Len The number of bad PDU length fatal errors detected for sessions

Err associated with this LDP instance

Bad Mesg Len
Err

The number of bad message length fatal errors detected for sessions
associated with this LDP instance

Bad TLV Len
Err

The number of bad TLV length fatal errors detected for sessions associated
with this LDP instance

Mal f ormed TLV
Err

The number of malformed TLV value fatal errors detected for sessions
associated with this LDP instance

Keepal i ve
Expired Err

The number of session keepalive timer expired errors detected for sessions
associated with this LDP instance

Shut down Not i f
Sent

The number of shutdown natifications sent related to sessions associated
with this LDP instance

Shut down Not i f
Recv

The number of shutdown notifications received related to sessions
associated with this LDP instance
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Clear Commands

instance

Syntax instance
Context clear>router>Idp

Description This command resets the LDP instance.

interface

Syntax interface ip-int-name [statistics]
Context clear>router>Idp

Description This command restarts or clears statistics for LDP interfaces.

Parameters ip-int-name — specifies an existing interface. If the string contains special characters (#, $, spaces,
etc.), the entire string must be enclosed within double quotes.

statistics— clears only the statistics for an interface

peer

Syntax peer ip-address [statistics]
Context clear>router>ldp

Description This command restarts or clears statistics for LDP targeted peers.

Parameters ip-address — specifies a targeted peer

statistics — clears only the statistics for a targeted peer
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session

Syntax session ip-addr [:label-space] [statistics]
Context clear>router>ldp
Description This command restarts or clears statistics for LDP sessions.
Parameters ip-addr — specifies the | P address of the LDP peer
|abel-space — specifies the label space identifier that the router is advertising on the interface
Values  0to 65535

statistics— clears only the statistics for a session

statistics

Syntax statistics
Context  clear>router>ldp

Description This command clears L DP instance statistics.
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Debug Commands

The following output shows debug L DP configurations discussed in this section.

ALU- 12# debug router |dp peer 10.10.10.104
ALU- 12>debug>r out er >l dp# show debug | dp
debug
router "Base"
| dp peer 10.10.10.104
event
bi ndi ngs
nessages
exit
packet
hel | o
init
keepal i ve
| abel
exit
exit
exit
exit
ALU- 12>debug>r out er >| dp#

ldp
Syntax [no] Idp
Context debug>router
Description This command configures LDP debugging.
interface

Syntax [no] interface interface-name
Context debug>router>ldp

Description This command configures debugging for a specific LDP interface.

Parameters interface-name — specifies an existing interface
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Syntax
Context

Description

Parameters

event

Syntax

Context

Description

bindings

Syntax
Context

Description

messages

Syntax

Context

Description
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[no] peer ip-address
debug>router>ldp

This command configures debugging for a specific LDP peer.

ip-address — specifies the LDP peer to debug

[no] event

debug>router>ldp>interface interface-name
debug>router>ldp>peer ip-address

This command configures debugging for specific LDP events.

[no] bindings
debug>router>ldp>peer ip-address>event

This command displays debugging information about addresses and |abel bindings learned from LDP
peers for LDP bindings.

The no form of the command disables the debugging output.

[no] messages

debug>router>ldp>interface interface-name>event
debug>router>ldp>peer ip-address>event

This command displays specific information (for example, message type, source, and destination)
regarding L DP messages sent to and received from LDP peers.

The no form of the command disables debugging output for L DP messages.
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packet

Syntax

Context

Description

hello

Syntax
Context

Description

Parameters
init
Syntax

Context

Description

Parameters

keepalive

Syntax
Context

Description
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[no] packet

debug>router>ldp>interface interface-name
debug>router>ldp>peer ip-address

This command enables debugging for specific LDP packets.

The no form of the command disables the debugging output.

hello [detail]
no hello

debug>router>ldp>interface interface-name>packet
debug>router>ldp>peer ip-address>packet

This command enables debugging for sent and received LDP Hello packets.
The no form of the command disables the debugging output.

detail — displays detailed information

init [detail]
no init

debug>router>ldp>peer ip-address>packet

This command enables debugging for LDP Init packets. The detail option displays detailed
information on the type length value (TLV) included in mac-flush packets.

The no form of the command disables the debugging output.

detail — displays detailed information

[no] keepalive
debug>router>ldp>peer ip-address>packet

This command enables debugging for LDP keepalive packets.

The no form of the command disables the debugging output.
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label

Syntax label [detail]
no label

Context debug>router>ldp neighbor ip-address>packet

Description This command enables debugging for LDP label packets.
The no form of the command disabl es the debugging output.

Parameters  detail — displays detailed information
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Standards Compliance

|EEE 802.1ag Service Layer OAM
IEEE 802.1p/q  VLAN Tagging
IEEE 802.3 10BaseT

|EEE 802.3ah Ethernet OAM
|EEE 802.3u 100BaseT X

|EEE 802.3x Flow Control

|EEE 802.3z 1000BaseSX/LX

|EEE 802.3-2008 Revised base standard
ITU-T Y.1731 OAM functions and mechanisms
for Ethernet-based networks

Telecom Compliance

IC CS-03Issue9 Spectrum Management and
Telecommunications

ACTA TIA-968-A
AS/ACIF S016 (Australia/New Zealand)
Requirements for Customer
Equipment for connection to
hierarchical digital interfaces

Physical/electrical characteristics
of hierarchical digital interfaces

Network node interface for the
Synchronous Digital Hierarchy (SDH)
ITU-T G712-2001 Transmission performance
characteristics of pulse code
modulation channels

Optical interfaces for equipments
and systems relating to the
synchronous digital hierarchy

List of definitions for interchange
circuits between data terminal
equipment (DTE) and data circuit-
terminating equipment (DCE)

Modems for synchronous data
transmission using 60-108 kHz group
band circuits

Interface between Data Terminal
Equipment and Data Circuit-
Terminating Equipment for
Synchronous Operation on Public
Data Networks

ITU-T G703

ITU-T G707

ITU-T G957

ITU-T V.24

ITU-T V.36

ITU-T X.21
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ATM
RFC 2514 Definitions of Textua Conventions and
OBJECT_IDENTITIES for ATM
Management, February 1999
RFC 2515 Definition of Managed Objectsfor ATM
Management, February 1999
RFC 2684 Multiprotocol Encapsulation over ATM
Adaptation Layer 5
af-tm-0121.000 Traffic Management Specification
Version 4.1, March 1999
ITU-T Recommendation 1.610 - B-ISDN Operation
and Maintenance Principles and Functions version
11/95
ITU-T Recommendation 1.432.1 - B-ISDN user-
network interface - Physical layer specification:
Genera characteristics
GR-1248-CORE - Generic Requirements for
Operationsof ATM Network Elements (NESs). Issue
3 June 1996
GR-1113-CORE - Bellcore, Asynchronous Transfer
Mode (ATM) and ATM Adaptation Layer (AAL)
Protocols Generic Requirements, Issue 1, July 1994
AF-PHY-0086.001 Inverse Multiplexing for ATM
(IMA)

BFD

draft-ietf-bfd-mib-00.txt Bidirectional Forwarding
Detection Management Information Base

draft-ietf-bfd-base-05.txt Bidirectional Forwarding
Detection

draft-ietf-bfd-v4v6-1hop-06.txt BFD 1Pv4 and IPv6
(Single Hop)

draft-ietf-bfd-multihop-06.txt BFD for Multi-hop
Paths
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BGP

RFC 1397 BGP Default Route Advertisement

RFC 1997 BGP Communities Attribute

RFC 2385 Protection of BGP SessionsviaMDS

RFC 2439 BGP Route Flap Dampening

RFC 2547bis BGP/MPLSVPNs

RFC 2918 Route Refresh Capability for BGP-4

RFC 3107 Carrying Label Information in BGP-4

RFC 3392 Capabilities Advertisement with BGP-4

RFC 4271 BGP-4 (previously RFC 1771)

RFC 4360 BGP Extended Communities Attribute

RFC 4364 BGP/MPLSIP Virtual Private Networks
(VPNSs) (previoudy RFC 2574bis
BGP/MPLS VPNSs)

RFC 4456 BGP Route Reflection: Alternative to
Full-mesh IBGP (previously RFC 1966 and
RFC 2796)

RFC 4724  Graceful Restart Mechanism for BGP -
GR Helper

RFC 4760 Multi-protocol Extensions for BGP
(previously RFC 2858)

RFC 4893 BGP Support for Four-octet AS Number
Space

DHCP/DHCPV6

RFC 1534 Interoperation between DHCP and
BOOTP

RFC 2131 Dynamic Host Configuration Protocol
(REV)

RFC 3046 DHCP Relay Agent Information Option
(Option 82)

RFC 3315 Dynamic Host Configuration Protocol for
IPv6

DIFFERENTIATED SERVICES

RFC 2474  Definition of the DS Field in the IPv4
and |Pv6 Headers

RFC 2597 Assured Forwarding PHB Group

RFC 2598 An Expedited Forwarding PHB

RFC 3140 Per-Hop Behavior Identification Codes

DIGITAL DATA NETWORK MANAGEMENT
V.35
RS-232 (also known as EIA/TIA-232)

GRE
RFC 2784 Generic Routing Encapsulation (GRE)

IPv6

RFC 2460 Internet Protocol, Version 6 (IPv6)
Specification

RFC 2462 |1Pv6 Stateless Address
Autoconfiguration

RFC 2464 Transmission of |Pv6 Packets over
Ethernet Networks

RFC 3587 |Pv6 Global Unicast Address Format

RFC 3595 Textual Conventionsfor IPv6 Flow
Label

RFC 4007 1Pv6 Scoped Address Architecture

RFC 4193 Unique Local IPv6 Unicast Addresses

RFC 4291 |Pv6 Addressing Architecture

RFC 4443  Internet Control Message Protocol
(ICMPv6) for the Internet Protocol Version 6
Specification

RFC 4649 DHCPv6 Relay Agent Remote-1D
Option

RFC 4861 Neighbor Discovery for IP version 6
(IPv6)

LDP
RFC 5036 LDP Specification

IS-IS

RFC 1142 OSl I1S-IS Intra-domain Routing
Protocol (1SO 10589)

RFC 1195 Useof OSI IS-ISfor routingin TCP/IP
& dual environments

RFC 2763 Dynamic Hostname Exchange for IS-IS

RFC 2966 Domain-wide Prefix Distribution with
Two-Level ISIS

RFC 2973 IS 1S Mesh Groups

RFC 3373 Three-Way Handshake for Intermediate
System to Intermediate System (IS-1S)
Point-to-Point Adjacencies

RFC 3567 Intermediate System to Intermediate
System (1S-1S) Cryptographic
Authentication

RFC 3719 Recommendations for Interoperable
Networks using IS-I1S

RFC 3784 |Intermediate System to Intermediate
System (1S-1S) Extensions for Traffic
Engineering (TE)

RFC 3787 Recommendations for Interoperable IP
Networks

RFC 4205 for Shared Risk Link Group (SRLG) TLV
draft-ietf-isis-igp-p2p-over-lan-05.txt

RFC 5309 Point-to-Point Operation over LAN in
Link State Routing Protocols
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MPLS

RFC 3031 MPLS Architecture

RFC 3032 MPLS Label Stack Encoding

RFC 3815 Definitions of Managed Objects for the
Multiprotocol Label Switching (MPLS),
Label Distribution Protocol (LDP)

RFC 4379 Detecting Multi-Protocol Label
Switched (MPLS) Data Plane Failures

NETWORK MANAGEMENT
ITU-T X.721: Information technology- OSI-Structure
of Management Information
ITU-T X.734: Information technology- OSI-Systems
Management: Event Report Management Function
M.3100/3120 Equipment and Connection
Models

TMF 509/613 Network Connectivity Model

RFC 1157 SNMPv1

RFC 1305 Network Time Protocol (Version 3)
Specification, Implementation and Analysis

RFC 1850 OSPF-MIB

RFC 1907 SNMPv2-MIB

RFC 2011 IP-MIB

RFC 2012 TCP-MIB

RFC 2013 UDP-MIB

RFC 2030 Simple Network Time Protocol (SNTP)
Version 4 for |Pv4, I1Pv6 and OSI

RFC 2096 |P-FORWARD-MIB

RFC 2138 RADIUS

RFC 2206 RSVP-MIB

RFC 2571 SNMP-FRAMEWORKMIB

RFC 2572 SNMP-MPD-MIB

RFC 2573 SNMP-TARGET-&-

NOTIFICATION-MIB

SNMP-USER-BASED-SMMIB

SNMP-VIEW-BASED ACM-

MIB

SNMP-COMMUNITY-MIB

SONET-MIB

EtherLike-MIB

RMON-MIB

IF-MIB

RFC 2574
RFC 2575

RFC 2576

RFC 2588

RFC 2665

RFC 2819
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TIMETRA-CAPABILITY-7705-V1.mib
TIMETRA-CFLOWD-MIB.mib
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