Alcatel-Lucent 7705

SERVICE AGGREGATION ROUTER OS | RELEASE 4.0

SERVICES GUIDE

Alcatel-Lucent Proprietary

This document contains proprietary information of Alcatel-Lucent and is not to be disclosed
or used except in accordance with applicable agreements.

Copyright 2010 © Alcatel-Lucent. All rights reserved.



Alcatel-Lucent assumes no responsibility for the accuracy of the information presented, which is
subject to change without notice.

Alcatel, Lucent, Alcatel-Lucent and the Alcatel-Lucent logo are trademarks of Alcatel-Lucent. All
other trademarks are the property of their respective owners.

Copyright 2010 Alcatel-Lucent.
All rights reserved.

Disclaimers

Alcatel-Lucent products are intended for commercial uses. Without the appropriate network design
engineering, they must not be sold, licensed or otherwise distributed for use in any hazardous
environments requiring fail-safe performance, such as in the operation of nuclear facilities, aircraft
navigation or communication systems, air traffic control, direct life-support machines, or weapons
systems, in which the failure of products could lead directly to death, personal injury, or severe physical
or environmental damage. The customer hereby agrees that the use, sale, license or other distribution
of the products for any such application without the prior written consent of Alcatel-Lucent, shall be at
the customer's sole risk. The customer hereby agrees to defend and hold Alcatel-Lucent harmless from
any claims for loss, cost, damage, expense or liability that may arise out of or in connection with the
use, sale, license or other distribution of the products in such applications.

This document may contain information regarding the use and installation of non-Alcatel-Lucent
products. Please note that this information is provided as a courtesy to assist you. While Alcatel-Lucent
tries to ensure that this information accurately reflects information provided by the supplier, please refer
to the materials provided with any non-Alcatel-Lucent product and contact the supplier for
confirmation. Alcatel-Lucent assumes no responsibility or liability for incorrect or incomplete
information provided about non-Alcatel-Lucent products.

However, this does not constitute a representation or warranty. The warranties provided for
Alcatel-Lucent products, if any, are set forth in contractual documentation entered into by
Alcatel-Lucent and its customers.

This document was originally written in English. If there is any conflict or inconsistency between the
English version and any other version of a document, the English version shall prevail.

When printed by Alcatel-Lucent, this document is printed on recycled paper.



Table of Contents

Preface ... .o e e 33
Getting Started . . ... ... . i i i et et e et 37
Alcatel-Lucent 7705 SAR Services Configuration Process. . .. ... . . 37
Notes on 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F . . . . ... ... . . . 39
SerVICES OVeIVIEW . . . ittt ittt ittt ettt s it e e e et e e, 41
Introduction to Services onthe 7705 SAR . .. ... 42
SOIVICE TYPES . o ittt it 43
Service PoOlICIES . . . . 45
Alcatel-Lucent Service Model . . . ... . 46
Service Entities . . .. ..o 47
CUSIOMIETS . . o 48
SEIVICE TYPES . o i ittt 48
Service Access Points (SAPS) . ... 48
SAP Encapsulation Types and Identifiers. . . .......... .. . . 49

SAP Configuration Considerations . . . ... ... . 52
Service Destination Points (SDPS) . ... ... 53
SDP BiNAiNg . . . o e 54
Spoke and Mesh SDPs. . . ... .. 55

SDP Encapsulation TYPesS . ... ..ot 55
Spoke SDP Terminations . . . . .. ... 60

SO PiNg . .ttt 61

SDP Keepalives . . ... ..o 62
Mobile SOIULIONS . . . .. 63
HSDPA Offload . . . . .o 63
Failure Detection. . . . . . ... 65
ETH-CFM (802.1ag and Y. 1731) . . ..ot e e e e e e e e e 66
802.1ag and Y. 1731 Terminology . . . . . ..ottt e 67
MDs, MD Levels, MAs, and MEPS (802.1aQ) . . . .+« o vt it e e e e 68

MEG Levels, MEGs, and MEPs (Y. 1731). . . .. ..o e e e e 69
ETH-CFM Frame Format . ... .. ... . ... e e 70
ETH-CEM OAMP DU . . . . e e e e e 71

CEM Frame ProCessing . . ..ot e e e e e e 72
MEG-ID and ICC-Based Format. . .. ... ... .. . e e 73
ETH-CFM Functions and Tests . ... ... . . e 75
ETH-CFM Ethernet OAM Tests . . .. .. e e 76

MEP Support (802.1ag and Y. 1731) . . .. oot 82
802.1ag MEP Support on Ethernet SAPS. . . ... ... . 82
802.1ag MEP Support on Ethernet Spoke SDPs . . . . ... ... . . 83
Y.1731 MEP Support on Ethernet SAPS . . ... .. . . 85
Priority Mapping (802.1ag and Y. 1731) ... .. 86
Priority Mapping for SAP Up MEPS . . .. ... . e 86
Priority Mapping for SAP Down MEPS . . ... .. ... .. 88
Service Creation OVEIVIEW . . . .. ...t e e e 89
Port and SAP CLI Identifiers. . .. ... 9

7705 SAR OS Services Guide Page 3



Table of Contents

REfEreNCE SOUICES . . . . 91
Configuring Global Service Entities with CLIL. . . .. ... ... . e e 93
Service Model Entities. . . . ... 94
Basic Configuration. . . ... ... .. 95
Common Configuration Tasks. . . ... ... . 97

Configuring Customer ACCOUNES . . . . .. ot e e e 97

ConfigUIING S PSS . . . o 98

SDP Configuration Considerations. . .. ... . 98
Configuring an SDP . . . ... 99
ETH-CFM (802.1ag and Y.1731) Tasks . . . .. oottt e e e e 101

Configuring ETH-CFM Parameters (802.1agand Y. 1731) .. . ... .. i i 101

Applying ETH-CFM Parameters . . ... ... . e e e e 103
Service Management TasKs . . ... ... .ot 105

Modifying Customer ACCOUNES . . . . ..ot e 105

Deleting CUSIOMEIS . . ... 106

Modifying SO PS . .. 106

Deleting SDPS . . ... 107

Deleting LSP ASSOCIatioNS . . . ... o 107
Global Service Command Reference . . . ... ... 109

Command HierarChies . . ... ... ... . 109

Command DescCriptions . . . .. ... 113

Global Service Configuration Commands . ............ ... i 114

Show CommaNds . ... .. 132

VL SerVICeS . .. ittt e 143
ATM VLL (APIPE) SEIVICES . . . o it e e e e e e e e 145

ATM VLL for End-to-End ATM Service . ... .. o e e e e e e 145

ATM SAP-0-SAP SEIVICE . . . . oot e 146

ATM Traffic Management SUppOrt . .. ... e 147

Network Ingress Classification . . . ... ... . . . 147
ATM Access Egress Queuing and Shaping . . ... ...t 147

CoNntrol WOrd . . ..o 147
Circuit Emulation VLL (Cpipe) SErVICES . . . ..ot e e e e 148

Cpipe Service OVEIVIEW . . ... e 148

TDM SAP-10-SAP SeIVICe . . . . e 149
Cpipe Service Modes . . .. ... 149
TDM PW Encapsulation . . ... ... 153
Circuit Emulation Parameters and Options. . .. ... ... . . . i 155
Error Situations . . . . .. 165
Ethernet VLL (EpIPE) ServiCes . . . ... e e e e 166
Epipe Service OVervieW . . ... ... 166
Ethernet Access Egress Queuing and Scheduling. .. ........ ... .. . . i 168
Ethernet SAP-10-SAP . . ... 168
Ethernet OAM . . . . 168
Control WOrd. . . ..o 169
MU L 169
Raw and Tagged Modes. . . . . .. 169

P I ers . .o o 174

Page 4 7705 SAR OS Services Guide



Table of Contents

IP Interworking VLL (IpIPE) SEerVICES. . . . . .o e e e e 175
IpIipe Service OVEIVIEW . . . ... 175

IP Interworking VLL Datapath. . . . .. .. e 176
Control Word. . . .. 177

P IS . . oo 178
Pseudowire SWItChing. . . . ... . 180
Pseudowire Switching with Pseudowire Redundancy . ............ .. ... ... . . . . .. 182
Pseudowire Switching Behavior . ... ... ... . . 183
Pseudowire Switching With IP Tunnels . ... ... . . e 185
Pseudowire Switching TLV . . . ... 186
VLL Service Considerations . . .. ... ... 187
SerVICE SUPPOI . o 187
SO PSS . o 188
SDP Statistics for VLL Services . . ... .. .o 188

SAP Encapsulations and Pseudowire TYPeS . . ... ...ttt e 188
ATM PWE3 N-to-1 Cell Mode Encapsulation. . . ... .. ... .. . . . . . . . . 190

QOS POlICIES . ..ot 192

IP Filter PoliCies . .. ... 192
MTU Setlings . ..ot 193
Targeted LDP and MTU . . ... 196
Pseudowire Control Word . . . .. ... 197
Pseudowire Redundancy . ... ... ... 197
PW Redundancy Operation . . ......... ... .. 198
Selecting the Active Spoke SDP for PW Redundancy Configuration. . ........................ 200
Active/Standby Mode for Pseudowire Redundancy (Standby Signaling) ......................... 202
Configuring a VLL Service with CLI . . .. ... .. 205
Common Configuration Tasks. . . ... ... 206
Configuring VLL ComponeNnts. . . . ... oo e 207
Creating an ApIpe ServiCe .. ... ... 208
Configuring Apipe SAP Parameters . . . . ... ... 209
Configuring Apipe SDP Bindings . . .. ... ... 211
Creating @ Cpipe ServiCe . .. ... 212
Configuring Cpipe SAP Parameters . . . ... ... 212
Configuring Cpipe SDP Bindings . . . ... ... 214
Creating an Epipe Service ... ... ... 215
Configuring Epipe SAP Parameters . . ... ... ... . . 216
Configuring Epipe Spoke SDP Bindings. . . . ...t 218
Creating an Ipipe ServiCe . ... ... .. . 221
Configuring Ipipe SAP Parameters. . . .. ... ... . 221
Configuring Ipipe SDP Bindings . . . . .. .o o 222
Configuring PW SwitChing . ... ... 223
Configuring Ingress and Egress SAP Parameters .. .......... . ... ... 225
Using the Control Word . . ... ... 226
Configuring PW RedundanCy . .. ........ ... e e 227
Configuring PW Redundancy — Standby Signaling . .......... .. ... . .. . . . . . . ... 228
Service Management Tasks . . . ... .. e 229
Modifying Service Parameters . ... .. ... ... 229
Disabling @ ServiCe . . ... ... 231
Re-enabling @ Service . . . ... . 233

7705 SAR OS Services Guide Page 5



Table of Contents

Deleting @ SerVICE . . . . o 233
VLL Services Command Reference . .. ... . 235
Command Hierarchies ... .. ... . .. 235
Command DesCriplions . . . .. ... 242
VLL Service Configuration Commands . ............ ...t 243

Show CommaNds ... ... 282

Clear Commands . . ... ... 337

7 S T 339
VPLS OVerVieW . . . oo 341
VPLS Packet Walkthrough . ... ... 343
Bridged Mobile Backhaul . ... .. ... . .. 348
Multi-Tenant Unit (MTU) Termination . . ... ... .. e 350
VPLS Features . . ... o 352
VPLS Enhancements . .. .. ... 352
Fabric Mode . ... ... 353
Subscriber VLAN . 354
ATM Encapsulated Residential SAP . . . . ... 354
VPLS over MPLS . . 355
VPLS MAC Learning and Packet Forwarding . . .. ... 356
Pseudowire Control Word . . . .. .. 356
Agent Circuit ID Insertion . ... ... 356
MAC FIErs . .o 358
FDB Table Management . . .. ... 359
FDB Size. . . oo 359

FDB Size Alarms . ... . 359

Local and Remote Aging TImMers . . ... ... e e 360
Unknown MAC Discard. . . ... ... 360

VPLS and Rate Limiting Via QoS POIiCY . . ... ... 361
MAC MOVE . . 361
Split Horizon Groups (SAP and Spoke SDP) . ... ... 362
Residential Split Horizon Groups . . . .. ... 363

VPLS Service Considerations. . . ... ... 364
SAP Encapsulations . . ... ... 364
VLAN ProCesSSINg . ..ottt e e e e 364
INgress VLAN SWapping . . . ..ot 365
Ingress VLAN Translation . ... ... . 366
Configuration NOtes . . . ... . 367
Reference SourCes . ... ... .. 367
Configuring a VPLS Service with CLI . . . ... .. 369
Basic Configuration . . ... ... 370
Common Configuration Tasks .. ... ... . 372
Configuring VPLS Components . ... ... 372
Creating a VPLS Service . . ... . 373
Creating a Split HOrizon Group. . . . . . ... 373
Enabling MAC MOVeE. . . .. 374
Configuring @ VPLS SAP . .. 375
Local VPLS SAPS . . . o 375
Distributed VPLS SAPS . . .. 376
Configuring VPLS SAPs with Split Horizon . . ... ... . 377

Page 6 7705 SAR OS Services Guide



Table of Contents

Configuring SDP Bindings .. . ..o oo e 378
Configuring Mesh SDP Bindings . . ... ... e 380
Configuring Spoke SDP Bindings. . . . . ..o 380
Configuring VPLS Spoke SDPs with Split Horizon. . . ........ ... ... .. . . . . . 382
Configuring Selective MAC Flush . . .. ... .. 382

ATM PVC Access and Terminationona VPLS Service . ........... . 383

Service Management Tasks . . .. ... ... i 384
Modifying VPLS Service Parameters . . ... ... 384
Deleting @ VPLS ServiCe . .. ... e e 385
Disabling @ VPLS SEerVICE. . . . .o e 385
Re-enabling @ VPLS Service . . ... ... . 386

VPLS Command Reference . . ... ... 387

Command HierarChies . . ... ... . 387

Command DesCriptions . . .. ... 394
VPLS Service Configuration Commands .. ... ...t 395
VPLS Show Commands .. ....... . 437
VPLS Clear COmmands . . . . . ..ot e e e 490
VPLS Debug Commands . . . ... ..o 496

Internet Enhanced Service . .......... .o i it s e i 499
IES for In-band Management . . ... ... . 500

Setting Up Connections Between the 5620 SAM and the 7705 SAR . .. .. ... ... ... .. ... .. ...... 500

Encapsulation . ... ... ... 501

Layer 2 and Layer 3 Traffic Management . . .. ... ... . . . 501

Troubleshooting and Fault Detection Services ... ... i 502

IES for Customer Traffic . . . ... . 503

DHCP Relay and DHCPVB Relay . .. .. ... e e e 504
DHCP Relay . . . oo 505
DHCPVG Relay . . . ..o e 506

P P 507

Troubleshooting and Fault Detection Services ... ... i i 507

S AP S L 508
Encapsulations . . ... .. 508
QOS POliCIES . . . . o 508
IP Filter PoliCies . . . ..o 508

Spoke SDP Termination to IES . . . .. ... ... 509

Configuring IES with CLI. . . .. ... 513
Common Configuration Tasks. . . . ... ... 514
Configuring IES Components . . . . ..ot 515

Creating an [ES ServiCe . . ... ... e 515

Configuring Interface Parameters . . ... ... .. . 516

Configuring IES SAP Parameters . . .. ... .. 521

Configuring IES Spoke SDP Parameters . . ........ .. 523

Service Management TaskKs . . ... ..ot 525

Modifying IES Service Parameters . . ... . . 525

Disabling an IES Service . ... ... .. 525

Re-enabling an IES Service . .. ... ... . 526

Deleting an [ES Service ... .. ... 526

IES Command Reference . . .. ... . 527

Command Hierarchies . ... ... .. . 527

7705 SAR OS Services Guide Page 7



Table of Contents

Command DesCriplions . . . .. ... 533
IES Management Configuration Commands .. ........... ... i 534

IES Service Configuration Commands ... ... ... 546

Show CommaNnds . ... ... e 574

Clear Commands . . ... ..ot 597
Debug Commands . . . ... .. 599
VPRN SerViCes . . ..ot e 601
VPRN Service OVervieW . . . . ..o e 602
Routing Prerequisites . .. ... ... 603
BG P SUPPOIt . . oo 604
Route DistingUIShers . . ... ..o 604
Route Reflector. . . .. .. 605

CEto PERoOuUte EXchange . . . .. ... 605
VPRN Features. . . ... e e e e e 608
P Interfaces . . .. e 608
DHCP RElay . . . . 609

PP . o 610
Troubleshooting and Fault Detection Services. ... ... . i i 610

SAPS L 611
ENncapsulations . . ... . 611

QOS POlICIES . . ..o 611
CoS Marking for Self-generated Traffic . ....... .. .. .. . 611

Filter PoliCies . . ... 612
CE to PE Routing Protocols . . .. .. 612
PE to PE Tunneling Mechanisms . .. ... ... . e 612
Per-VRF Route Limiting . . ... ... 612
SPOKE S PSS . . . 613
Spoke SDP Termination to VPRN . . ... 613
Configuring a VPRN Service with CLI. . . ... 619
Basic Configuration. . .. ... ... . e 620
Common Configuration Tasks. . . ... ... 621
Configuring VPRN CompPonents . . . ... o e e 622
Creating @ VPRN SeIViCe . ... . e e e 622
Configuring Global VPRN Parameters .. ......... ... e e e 623
Configuring Router Interfaces . . ... . 623
Configuring BGP for VPRN . . ... 624
Configuring Route Reflection . .. ... . .. 624
Configuringa VPRN Interface . . . ... ... e e 624
Configuring VPRN Interface SAP Parameters ... .......... . . . . . i 627
Configuring VPRN Interface Spoke SDP Parameters .......... ... ... .. . .. 629
Service Management Tasks . . .. ... ... 631
Modifying VPRN Service Parameters . .. ... ... e 631
Deleting a VPRN ServiCe ... ... ... e e e e 632
Disabling a VPRN Service . ... ... ... e e 632
Re-enabling @ VPRN ServiCe . .. ... . e e 633
VPRN Services Command Reference . . ........ ... 635
Command HierarChies . .. ... ... .. 635
Command DesCriplions . . . .. .. o 642
VPRN Service Configuration Commands . ............ .. 643

Page 8 7705 SAR OS Services Guide



Table of Contents

Show Service Commands . . ... ... i 681
Show Router Commands . . .. ... .., 720
Clear Service Commands . .. ... ...ttt e 736

Clear Router Commands . . . ... i e 737

Debug Service Commands . . ... ... 739
Debug Router Commands . . ... ... 741
Standards and Protocol Support . ... i i e e e e e 743

7705 SAR OS Services Guide Page 9



Table of Contents

Page 10 7705 SAR OS Services Guide



List of Tables

Getting Started. .. ... . i i i i e ettt 37
Table 1: 7705 SAR Configuration ProCess . . ... e e 37
Table 2: 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F Comparison . ........... . ... . . ... .. 39
SerVICES OVeIVIBW . . . oottt i ittt st ettt e e 41
Table 3: Pseudowire Service TYPeS . .. ..ot 44
Table 4: Service Types and SAP Encapsulations . ............ .. . 51
Table 5: GRE Header DescCriptions . ... ... 57
Table 6: GRE Pseudowire Payload Packet Descriptions .. ........ ... ... . . 58
Table 7: IP Pseudowire Payload Packet Descriptions .. ... ... ... .. . . . . 60
Table 8: Spoke SDP Termination Support (1) . . . ..o 61
Table 9: 802.1ag TerminolOgy . . . ..o ottt 67
Table 10: Y. A731 Terminology . . . ..ottt 68
Table 11: CFM Frame ProCessing . . .. ..t e e e e 72
Table 12:  FC and VLAN Priority Mappings for Up and Down MEPs as per Frame Type ... .............. 87
Table 13:  SDP Echo Reply Response Conditions . ......... ... .. . .. 124
Table 14:  Show Customer Command Output Fields . ........ ... ... . . . . . 133
Table 15:  Show Service SDP Output Fields . .. ... ... . . i 135
Table 16:  Show Service SDP-Using Output Fields . ........ ... . .. . . . i 138
Table 17:  Show Service service-using Output Fields . .. ... ... ... . . . . . . . . .. 141
B I 7T - 143
Table 18:  T1 Framing for CAS (RBS) Supportin a T1 ESF Multiframe ... .......................... 152
Table 19:  Unstructured Payload Defaults . . . ... .. e e 156
Table 20: Default and Minimum Payload Size for CESoPSN without CAS .. ........................ 157
Table 21:  Payload Size for T1 and E1 CESOPSN with CAS . .. ... ... . .. . . . i 160
Table 22: Control Word Bit Descriptions . ... ... 163
Table 23: Ingress SAP Tagging Rules . ... ... . 171
Table 24:  Egress SAP Tagging Rules . ... ... . e 172
Table 25:  Ethernet VLL Encapsulation Translation . ......... ... . .. . . . . 173
Table 26:  Supported Pseudowire Switching Options . .. ... ... .. . . . . . . i 182
Table 27:  Pseudowire Switching TLV Field Descriptions . . .......... .. i 186
Table 28: MTU Points and DescCriptions . . ... . 194
Table 29:  MTU Calculator — Service Creation (Worst Case) . ........... ... 195
Table 30:  Matching MTU or Payload Values for Signaled VLL Services ............................ 196
Table 31: Maximum Transmission UnitValues . . . ... ... .. . 252
Table 32:  SAP ID Configurations . .. ... ... e 254
Table 33:  Portand Encapsulation Values . . . ... ... . 255

7705 SAR OS Services Guide Page 11



List of Tables

Table 34:  Show Service-ID All Command Output Fields . ........ ... ... ... .. . . . . . . . ... 285
Table 35:  Show Service-ID Base Output Fields . .. ... .. . . i 309
Table 36:  Show Service Egress Label Output Fields . ............ ... . .. . . . . 312
Table 37:  Show Service Ingress Label Output Fields . .. ... .. ... . 313
Table 38:  Service-ID Endpoint Output Fields . ........ .. .. . . . . . 314
Table 39:  Service-ID Labels Output Fields . . . . ... ... 316
Table 40:  Service-ID SAP Output Fields .. ....... ... . . e 318
Table 41:  Show Service SAP-Using Output Fields . . ... .. . 330
Table 42:  SDP Output Fields . ... ... .. 332
R T 339
Table 43:  Show Service Service-MTU Output Fields ... ........ ... .. . i 411
Table 44:  Show Service Egress Labels Output Fields .. ... ... . . 438
Table 45:  Show Service FDB-Info Output Fields .. ......... .. . ... . . . . . i 439
Table 46:  Show Service FDB-MAC Output Fields . .. ... .. . e 441
Table 47:  Show Service Service-ID (All) Output Fields . ... ... .. .. . . . . . .. 450
Table 48:  Show Service Service-ID (Base) Output Fields . ....... ... .. . i 452
Table 49:  Show Service Service-ID (DHCP Statistics) OutputFields . . ............. ... ... .. ........ 455
Table 50: ~ Show Service Service-ID (DHCP Summary) Output Fields .. ........... ... .. ... .. ...... 456
Table 51:  Show Service Service-ID (Endpoint) Output Fields .......... ... ... ... ... .. ... .. .. ..... 458
Table 52:  Show Service Service-ID (FDB) Output Fields ... ... ... . 461
Table 53:  Show Service Service-ID (Labels) Output Fields . ....... ... ... ... . .. . . . . . . ... 464
Table 54:  Show Service Service-ID (MAC Move) Output Fields . ........ ... . .. . . . .. 465
Table 55: Show Service ID (SAP) Output Fields . ... .. . . . e e 471
Table 56:  Show Service ID (SDP) Output Fields . . ... .. e 479
Table 57:  Show Service ID (Split Horizon Group) Output Fields . ........ ... ... .. ... ... ... ... ..... 484
Table 58:  Show Service Ingress-Label Output Fields ... ... ... ... . . . . . .. 487
Table 59:  Show Service SAP-Using Output Fields . . ... ... ... . . . i 489
Internet Enhanced Service . ..........o it i it it s 499
Table 60:  SAP ID Configurations . . ... ... 541
Table 61:  SAP ID Configurations . ... . ... .. 566
Table 62: Port and Encapsulation Values . . . ... . . 567
Table 63:  Show Service Customer Output Fields . . .. ... ... .. . i 574
Table 64:  Show Service Egress Output Fields . .. ........ .. . . e 576
Table 65:  Show Service ID All Output Fields . ... .. .. . . 579
Table 66:  Show Service ID ARP Output Fields . ....... ... . . . . e 585
Table 67:  Show Service ID Base Output Fields ... ........ .. .. . . . i 586
Table 68:  Show Service ID DHCP Statistics Output Fields ......... ... ... ... . . . . ... . . ... 587
Table 69:  Show Service ID DHCP Summary Output Fields . . ....... ... ... . . . 589

Page 12

7705 SAR OS Services Guide



List of Tables

Table 70:  Show Service ID Interface Output Fields .. ......... ... ... .. . . . . . .. 590
Table 71:  Show Service ingress Output Fleld . .. ... ... . . 592
Table 72:  Show Service SAP-Using Output Fields . . . .. ... ... . i 595
Table 73:  Show Service Service-Using Output Fields ... ........ ... .. .. . . . i, 596
VPRN SerViCeS . . ..ot e 601
Table 74:  Route Distinguisher Type-Value Fields . . . . ... ... . i 605
Table 75:  Applications and Default Values for DSCP or dotip Markings .. ............ ... ... ........ 650
Table 76:  VPRN Interface State and IP Address . . ......... . 660
Table 77:  Show Service Egress Output Fields . .. ... ... . . . . e e 682
Table 78: Show Service ID All Output Fields . ... ... ... .. . 686
Table 79:  Show Service ID ARP Output Fields .. ... .. .. . . . . i i 695
Table 80:  Show Service ID Base Output Fields . . .......... . . . . e 697
Table 81:  Show Service ID DHCP Statistics Output Fields . ........ ... ... .. ... . ... . ... . . ... . .... 699
Table 82:  Show Service ID DHCP Summary Output Fields . ........ .. ... . . . . 700
Table 83:  Show Service ID Interface Detailed Output Fields ............ ... ... ... ... ... ... ....... 703
Table 84:  Show Service ID SAP Detailed Output Fields . ... ... ... ... . . . . . . . ... 709
Table 85:  Show Service ingress Output Fleld .. .......... . . . . . . i 713
Table 86:  Show Service ID SDP Detailed Output Fields .. ... ... ... . . . . . . . .. 716
Table 87:  Show Service Service-Using Output Fields .. ........... ... . . . . . . . .. 719
Table 88: Show ARP Table Output Fields . .. ... .. . 721
Table 89:  Show DHCP Statistics Output Fields .. ........ ... . . . . . i i 722
Table 90:  Show DHCP Summary Output Fields . . ... ... . e 724
Table 91:  Show IP Interface Output Fields . . .. ... ... .. . . e 725
Table 92: Show Route Table Output Fields . ... ... .. . . . e 726
Table 93:  Application QoS Output Fields . . ... ... .. . . 729
Table 94: DSCP-to-FC Mapping Output Fields . ... ... . . . . . 731
Table 95:  Show Static ARP Table Output Fields . ........... . . .. . . i 732
Table 96: Show Static Route Output Fields .. ... .. . .. 733
Table 97:  Show Tunnel Table Output Fields . . . ... ... ... . . e e 735

7705 SAR OS Services Guide Page 13



List of Tables

Page 14 7705 SAR OS Services Guide



List of Figures

SerVICES OVeIVIBW . . . ittt ittt ettt it ettt e e 41
Figure 1: Service Entities and the Service Model . ....... ... .. ... . . . . . 47
Figure 2: Service Access Point (SAP) . . ... 49
Figure 3: Multiple SAPs on a Single Port/Channel . .......... ... . . . . . . . . i 50
Figure 4: SDP Tunnel Pointing from ALU-Ato ALU-B . . . ... 54
Figure 5: GRE Header . ... e 57
Figure 6:  GRE Pseudowire Payload Packet over Ethernet ... ... ... ... ... ... ... ... . ... ... ... .... 58
Figure 7: IP Example of Pseudowire Payload Packet over Ethernet . . .............................. 59
Figure 8: HSDPA Offload Example . ... .. 64
Figure 9: MEPS and MAS . . ... 69
Figure 10:  ETH-CFM Frame Format . ... .. ... . e 70
Figure 11:  ETH-CFM OAMPDU MESSAQE . . . . ..ottt ittt e e e e e e e e e e e 72
Figure 12: ICC-based MEG-ID Format . ... ... ... .. e 74
Figure 13: Dotlag Loopback Test . ... . . e 77
Figure 14:  MEP on Ethernet ACCESS . . . ... 82
Figure 15: Down MEP at Ethernet SAP . . .. ... . e 83
Figure 16: Dotlag Down MEPs on Spoke SDPS . . . ... ... 84
Figure 17:  Y.1731 MEP Support onthe 7705 SAR . .. ... . e 85
Figure 18:  Service Creation and Implementation Flowchart .. ... ... ... .. . . ... . . . .. . . . ... . . ... ..., 90
VL SerVICeS ..ottt e 143
Figure 19:  ATM VLL for End-to-End ATM Service . . ... .. i e 146
Figure 20: E1 Framing for CAS Supportin an E1 Multiframe . ....... .. ... .. . . . . . . . 151
Figure 21:  SATOP MPLS Encapsulation . . . ... . . e 153
Figure 22: CESoPSN MPLS Encapsulation . .. ... .. . e 153
Figure 23: CESoPSN Packet Payload Format for Trunk-Specific n x 64 kb/s

(With and Without CAS Transport) . .. ...t e e 154
Figure 24: Control Word Bit Structure . ... ... . . e 163
Figure 25: Ethernet VLL Frame with MPLS Encapsulation .......... ... ... ... . . .. . . ... 167
Figure 26:  Epipe Service . ... ... 167
Figure 27: Ethernet Frame Representations . .. ... ... . .. . . 172
Figure 28: IP Pseudowires Between SARNodes .. ... ... ... .. . i 176
Figure 29:  Simplex to Simplex Pseudowire Switching . . ... . . . . 181
Figure 30: Simplex to Redundant Pseudowire Switching . ....... .. ... ... . . . . . . i 183
Figure 31:  Pseudowire Switching Network . .. ... .. ... . 184
Figure 32:  Pseudowire Switching TLV ... ... . 186
Figure 33: N-to-1 Cell Mode Encapsulation . . . ... . 190

7705 SAR OS Services Guide Page 15



List of Figures

Figure 34: MTU Points onthe 7705 SAR . .. .. 193
Figure 35: Pseudowire RedundancCy . ... ....... ... 198
Figure 36: Implicit and Explicit Endpoint Objects . . . ... .. ... .. e 199
Figure 37: Pseudowire Redundancy with Four Spoke SDPs . . . ... ... . . .. . . . . 201
Figure 38: Active/Standby Mode for Redundant Pseudowires ............. ... ... ... . iiiiie.... 202
Figure 39: SDPs — Unidirectional Tunnels ... ... ... . e 218
R T 339
Figure 40: VPLS Service Architecture . ... ... . 343
Figure 41:  Access Port Ingress Packet Formatand Lookup ....... ... ... .. ... ... . . . ... ... ... 344
Figure 42: Network Port Egress Packet Formatand Flooding ......... ... . . ... . . . ... 345
Figure 43: Access Port Egress Packet Formatand Lookup ......... ... ... ... ... . . . . ... ... ... 347
Figure 44: Typical Pseudowire-based Mobile Backhaul .. ..... ... .. ... .. . .. . . . . . . i 348
Figure 45: Local VPLS on 7705 SAR in Mobile Backhaul . ........... ... .. .. ... . . . . . ... 349
Figure 46: Spoke SDP Termination to VPLS using 7705 SAR-18 Routers . ........... .. ... ... ..... 351
Figure 47: ATM and IP DSLAM Backhaul ... ... ... . . 353
Figure 48: PPPOoE Initialization and Agent-Id Push Function . . ....... ... .. . ... . . . . . . . 357
Figure 49: Agent Circuit ID Information . ... ... . . . . . 357
Figure 50:  Ingress VLAN SWapping . . . ..ot 365
Figure 51: Ingress VLAN Translation . . ... ... .. e 366
Figure 52:  SDPs — Unidirectional Tunnels . .. ... .. e 379
Figure 53: Example of ATM PVC Access and Terminationona VPLS ............ .. ... ............. 383
Internet Enhanced Service . ........ ... i i et e e e 499
Figure 54: |ES for Customer Access tothe Internet . ....... ... . ... . . . . . . . . . . . . . . . . 503
Figure 55: SDP ID and VC Label Service Identifiers (Conceptual View of the Service) ................. 509
Figure 56: IES Spoke SDP Termination . . .. ... .. e e 510
Figure 57: Pseudowire-Based Backhaul (Spoke SDP Terminationat 7750 SR) ....................... 511
VPRN SerVviCes . .. oottt i ittt st e e i 601
Figure 58: Virtual Private Routed Network . ... ... . .. 603
Figure 59: Route Distinguisher Structure . . . ... ... . 604
Figure 60: Directly Connected IP Target . . ........ . e e 606
Figure 61: Multiple Hops to IP Target ... ... .. . e 607
Figure 62: SDP ID and VC Label Service Identifiers (Conceptual View of the Service) ................. 613
Figure 63: VPRN Spoke SDP Termination . . . .. ... ... 614
Figure 64: Pseudowire-Based Backhaul (Spoke SDP Terminationat 7750 SR) ....................... 615
Figure 65: VPRN in Mobile Backhaul Application .. ... ... ... . . . . e 616
Figure 66: Spoke-SDP Termination to VPRN .. .. ... . 617

Page 16

7705 SAR OS Services Guide



List of Acronyms

Acronym Expansion
2G second generation wireless telephone technology
3DES triple DES (data encryption standard)
3G third generation mobile telephone technology
5620 SAM 5620 Service Aware Manager
7705 SAR 7705 Service Aggregation Router
7710 SR 7710 Service Router
7750 SR 7750 Service Router
9500 MPR 9500 Microwave Packet Radio
ABR available bit rate
area border router
AC alternating current
attachment circuit
ACK acknowledge
ACL access control list
ACR adaptive clock recovery
ADP automatic discovery protocol
AFI authority and format identifier
AIS alarm indication signal
ANSI American National Standards Institute
Apipe ATM VLL
APS automatic protection switching
ARP address resolution protocol
A/S active/standby
AS autonomous system

7705 SAR OS Services Guide

Page 17



List of Acronyms

Page 18

Acronym Expansion
ASAP any service, any port
ASBR autonomous system boundary router
ASN autonomous system number
ATM asynchronous transfer mode
ATM PVC ATM permanent virtual circuit
B3ZS bipolar with three-zero substitution
Batt A battery A
B-bit beginning bit (first packet of a fragment)
Bellcore Bell Communications Research
BFD bidirectional forwarding detection
BGP border gateway protocol
BITS building integrated timing supply
BMCA best master clock algorithm
BMU broadcast, multicast, and unknown traffic
Traffic that is not unicast. Any nature of multipoint traffic:
» Dbroadcast (that is, all 1s as the destination IP to represent all
destinations within the subnet)
» multicast (that is, traffic typically identified by the
destination address, uses special destination address);
for IP, the destination must be 224.0.0.0 to 239.255.255.255
» unknown (that is, the destination is typically a valid unicast
address but the destination port/interface is not yet known;
therefore, traffic needs to be forwarded to all destinations;
unknown traffic is treated as broadcast)
BOF boot options file
BPDU bridge protocol data unit
BRAS Broadband Remote Access Server
BSC Base Station Controller
BSTA Broadband Service Termination Architecture

7705 SAR OS Services Guide



List of Acronyms

Acronym Expansion

BTS base transceiver station

CAS channel associated signaling

CBN common bonding networks

CBS committed buffer space

CC control channel
continuity check

CCM continuity check message

CE customer edge
circuit emulation

CEM circuit emulation

CES circuit emulation services

CESoPSN circuit emulation services over packet switched network

CFM connectivity fault management

CIDR classless inter-domain routing

CIR committed information rate

CLI command line interface

CLP cell loss priority

CoS class of service

CPE customer premises equipment

Cpipe circuit emulation (or TDM) VLL

CPM Control and Processing Module (CPM is used instead of CSM
when referring to CSM filtering to align with CLI syntax used
with other SR products). CSM management ports are referred
to as CPM management ports in the CLI.

CPU central processing unit

CRC cyclic redundancy check

CRON a time-based scheduling service (from chronos = time)

7705 SAR OS Services Guide

Page 19



List of Acronyms

Page 20

Acronym Expansion

CSM Control and Switching Module

CSNP complete sequence number PDU

CSPF constrained shortest path first

C-TAG customer VLAN tag

Ccv connection verification
customer VLAN (tag)

Cw control word

DC direct current

DC-C DC return - common

DCE data communications equipment

DC-1I DC return - isolated

DCO digitally controlled oscillator

DDoS distributed DoS

DES data encryption standard

DF do not fragment

DHB decimal, hexadecimal, or binary

DHCP dynamic host configuration protocol

DHCPv6 dynamic host configuration protocol for [Pv6

DIS designated intermediate system

DM delay measurement

DNS domain name server

DoS denial of service

dotlp IEEE 802.1p bits, found in Ethernet or VLAN ingress packet
headers and used to map traffic to up to eight forwarding
classes

dotlq IEEE 802.1q encapsulation for Ethernet interfaces

DPI deep packet inspection

7705 SAR OS Services Guide



List of Acronyms

Acronym Expansion

DPLL digital phase locked loop

DSCP differentiated services code point
DSL digital subscriber line

DSLAM digital subscriber line access multiplexer
DTE data termination equipment

DU downstream unsolicited

DUID DHCP unique identifier

DV delay variation

e911 enhanced 911 service

EAP Extensible Authentication Protocol
EAPOL EAP over LAN

E-bit ending bit (last packet of a fragment)
ECMP equal cost multi-path

EFM Ethernet in the first mile

EGP exterior gateway protocol

EIA/TIA-232

ELER
E&M

Epipe
EPL
ERO
ESD
ESMC
ETE

7705 SAR OS Services Guide

Electronic Industries Alliance/Telecommunications Industry
Association Standard 232 (also known as RS-232)
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About This Guide

This guide describes subscriber services support provided by the 7705 Service Aggregation
Router (7705 SAR) and presents examples to configure and implement various protocols
and services.

This document is organized into functional chapters and provides concepts and descriptions
of the implementation flow, as well as Command Line Interface (CLI) syntax and command
usage.

Audience

This guide is intended for network administrators who are responsible for configuring the
7705 SAR routers. It is assumed that the network administrators have an understanding of
networking principles and configurations. Protocols, standards, and services described in
this guide include the following:

* CLI concepts

» subscriber services

List of Technical Publications
The 7705 SAR OS documentation set is composed of the following guides:

* 7705 SAR OS Basic System Configuration Guide
This guide describes basic system configurations and operations.
* 7705 SAR OS System Management Guide

This guide describes system security and access configurations as well as event
logging and accounting logs.

* 7705 SAR OS Interface Configuration Guide

This guide describes card and port provisioning.
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7705 SAR OS Router Configuration Guide

This guide describes logical IP routing interfaces, IP-based filtering, and routing
policies.

7705 SAR OS MPLS Guide

This guide describes how to configure Multiprotocol Label Switching (MPLS),

Resource Reservation Protocol for Traffic Engineering (RSVP-TE), and Label
Distribution Protocol (LDP).

7705 SAR OS Services Guide

This guide describes how to configure service parameters such as service access
points (SAPs), service destination points (SDPs), customer information, and user
services.

7705 SAR OS Quality of Service Guide

This guide describes how to configure Quality of Service (QoS) policy
management.

7705 SAR OS Routing Protocols Guide

This guide provides an overview of dynamic routing concepts and describes how to
configure them.

7705 SAR OS OAM and Diagnostics Guide

This guide provides information on Operations, Administration and Maintenance
(OAM) tools.

Multiple PDF File Search

Page 34

You can use Adobe Reader, Release 6.0 or later, to search multiple PDF files for a term.
Adobe Reader displays the results in a display panel. The results are grouped by PDF file.
You can expand the entry for each file.

Note: The PDF files in which you search must be in the same folder.

To search multiple PDF files for a term:

Step 1. Open Adobe Reader.

Step 2. Choose Edit — Search from the Adobe Reader main menu. The Search panel appears.
Step 3. Enter the term to search for.

Step 4. Select the All PDF Documents in radio button.

Step 5. Choose the folder in which to search using the drop-down menu.
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Step 6. Select the following criteria if required:
*  Whole words only
* Case-Sensitive
* Include Bookmarks
* Include Comments
Step 7. Click on the Search button.

Adobe Reader displays the search results. You can expand the entries for each file by
clicking on the + symbol.

Step 8. Click on a search result to go directly to that location in the selected file.

Technical Support

If you purchased a service agreement for your 7705 SAR router and related products from a
distributor or authorized reseller, contact the technical support staff for that distributor or
reseller for assistance. If you purchased an Alcatel-Lucent service agreement, check this link
for instructions to contact Support personnel:

Web: http://support.alcatel-lucent.com
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Getting Started

In This Chapter

This chapter provides the process flow information required to configure services.

Alcatel-Lucent 7705 SAR Services Configuration

Process

Area

Table 1 lists the tasks necessary to configure subscriber services. This guide is presented in
an overall logical configuration flow. Each section describes a software area and provides
CLI syntax and command usage to configure parameters for a functional area.

Table 1: 7705 SAR Configuration Process

Task Reference

Subscriber services

VLL services

VPLS service

Internet Enhanced
Service

Configure subscriber services

Global entities Configuring Global Service Entities with CLI
on page 93

Apipe service ATM VLL (Apipe) Services on page 145

Cpipe service Circuit Emulation VLL (Cpipe) Services on
page 148

Epipe service Ethernet VLL (Epipe) Services on page 166

Ipipe service IP Interworking VLL (Ipipe) Services on
page 175

Configure VPLS service VPLS on page 339

Configure a routed-IP connectivity  Internet Enhanced Service on page 499
or Internet access service and

configure in-band management of

the 7705 SAR over ATM links
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Table 1: 7705 SAR Configuration Process (Continued)

Area Task Reference
VPRN Configure a Layer 3 multipoint-to-  VPRN Services on page 601
multipoint VPN service as defined
in RFC 2547bis
Reference List of IEEE, IETF, and other Standards and Protocol Support on page 743

proprietary entities
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Notes on 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F

The 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F run the same operating system software.
The main difference between the products is their hardware platforms.

The 7705 SAR-8 is an 8-slot chassis that supports 2 CSMs, a Fan module, and 6 adapter
cards. The 7705 SAR-18 chassis has 18 slots; in Release 4.0, it supports 2 CSMs, a Fan
module, an Alarm module, and 12 adapter cards.

The 7705 SAR-F chassis has a fixed hardware configuration. The 7705 SAR-F replaces the
CSM, Fan module, and the 16-port TI/E1 ASAP Adapter card and 8-port Ethernet Adapter
card with an all-in-one unit that provides comparable functional blocks, as detailed in
Table 2.

The fixed configuration of the 7705 SAR-F means that provisioning the router at the “card
slot” and “type” levels is preset and is not user-configurable. Operators begin configurations
at the port level.

Note: Unless stated otherwise, references to the terms “Adapter card” and “CSM”
throughout the 7705 SAR OS documentation set include the equivalent functional blocks on
the 7705 SAR-F.

Table 2: 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F Comparison

7705 SAR-8, 7705 SAR-F Notes

7705 SAR-18

CSM Control and switching  The control and switching functions include the console and
functions management interfaces, the alarm and fan functions, the

synchronization interfaces, system LEDs, and so on.

Fan module Integrated with the
control and switching
functions
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Table 2: 7705 SAR-8, 7705 SAR-18, and 7705 SAR-F Comparison (Continued)

7705 SAR-8, 7705 SAR-F Notes

7705 SAR-18

16-port TI/E1 ASAP 16 individual T1/E1 The T1/E1 ports on the 7705 SAR-F are equivalent to the
Adapter card ports on the faceplate ~ T1/E1 ports on the 16-port TI/E1 ASAP Adapter card,

8-port Ethernet
Adapter card

Requires user
configuration at card
(IOM) and MDA
(adapter card) levels

8 individual Ethernet
ports on the faceplate

Configuration at card
(IOM) and MDA
(adapter card) levels
is preset and users
cannot change these

types

version 1, except that the 16 T1/E1 ports on the 7705 SAR-F
support multiple synchronization sources to support two
timing references. The 16-port TI/E1 ASAP Adapter card,
version 2, also supports two timing references.

On the 7705 SAR-8 and 7705 SAR-18, the CLI indicates the
MDA type for the 16-port TI/E1 ASAP Adapter card as
al6-chdsli for version 1 and al6-chdslv2 for
version 2.

On the 7705 SAR-F, the CLI indicates the MDA type for the
7705 SAR-F ports as i16-chdsl.

The —48 VDC versions of the 7705 SAR-8 support two
versions of the 8-port Ethernet Adapter card, with version 2
having additional support for Synchronous Ethernet.

The +24 VDC version of the 7705 SAR-8 supports only
version 2 of the 8-port Ethernet Adapter card.

The 7705 SAR-18 supports only version 2 of the card.

The Ethernet ports on the 7705 SAR-F are functionally
equivalent to the Ethernet ports on version 2 of the 8-port
Ethernet Adapter card and support multiple synchronization
sources to support two timing references.

On the 7705 SAR-8, the CLI indicates the MDA type for the
8-port Ethernet Adapter card as a8-eth ora8-ethv2. On
the 7705 SAR-18, the CLI indicates the MDA type as
a8-ethv2. On the 7705 SAR-F, the CLI indicates the MDA
type for the 7705 SAR-F Ethernet ports as 1 8-eth.

Page 40
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Services Overview

In This Chapter

This chapter provides an overview of the 7705 SAR subscriber services, service model, and

service entities. Additional details on the individual subscriber services are found in
subsequent chapters.

Topics in this chapter include:

7705 SAR OS Services Guide

Introduction to Services on the 7705 SAR on page 42
— Service Types on page 43

— Service Policies on page 45

Alcatel-Lucent Service Model on page 46

Service Entities on page 47

— Customers on page 48

— Service Types on page 48

— Service Access Points (SAPs) on page 48

— Service Destination Points (SDPs) on page 53
Mobile Solutions on page 63

— HSDPA Offload on page 63

ETH-CFM (802.1ag and Y.1731) on page 66

— 802.1ag and Y.1731 Terminology on page 67

— ETH-CFM Frame Format on page 70

— ETH-CFM Functions and Tests on page 75

— MEP Support (802.1ag and Y.1731) on page 82

— Priority Mapping (802.1ag and Y.1731) on page 86
Service Creation Overview on page 89

Port and SAP CLI Identifiers on page 91

Configuring Global Service Entities with CLI on page 93

Global Service Command Reference on page 109
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Introduction to Services on the 7705 SAR

Page 42

A service is a type of telecommunications connection from one place to another. These
telecommunications connections have the particular attributes and characteristics that are
needed to provide a specific communications link through which an information flow or
exchange can occur. The 7705 Service Access Router (7705 SAR) offers VLL services,
Layer 2 multipoint VPN services (VPLS), Layer 3 MPLS VPN services (VPRN), and Layer
3 routed/IP services.

The 7705 SAR service model uses (logical) service entities to construct a service. These
logical entities provide a uniform, service-centric configuration, management, and billing
model for service provisioning (see Alcatel-Lucent Service Model for more information).
Many services can be created on the same 7705 SAR at the same time, and each service is
uniquely identified by a service ID.

The 7705 SAR offers Virtual Leased Line (VLL) services (also referred to as pseudowire
(PW) services or pipes), which emulate a Layer 1/2 entity, such as a wire or a leased line.
These emulated services provide connectivity between a service access point (SAP) on one
7705 SAR and on another SAP on the same router, or on a remote 7705 SAR, 7710 SR,

or 7750 SR. VLL services offer SAP logical entities — such as a VLAN or a virtual
connection — Layer 2 visibility or processing (IMA termination). A SAP is the point where
customer traffic enters and exits the service.

When the connection is between two SAPs on the same router, this is known as local
service. When the connection is between SAPs on a local and a remote router, this is known
as distributed service. SAP-to-SAP connections are supported for ATM, Ethernet, and TDM
VLLs.

Distributed services use service destination points (SDPs) to direct traffic from a local router
to a remote router through a service tunnel. An SDP is created on the local router and
identifies the endpoint of a logical unidirectional service tunnel. Traffic enters the tunnel at
the SDP on the local router and exits the tunnel at the remote router. Hence, a service tunnel
provides a path from a 7705 SAR to another service router, such as another 7705 SAR, a
7710 SR, or a 7750 SR. Because an SDP is unidirectional, two service tunnels are needed for
bidirectional communication between two service routers (one SDP on each router).

SDPs are configured on each participating 7705 SAR or service router, specifying the
address of the source router (the 7705 SAR participating in the service communication) and
the address of the destination router, such as another 7705 SAR or service router. After
SDPs are created, they are bound to a specific service. The binding process is needed to
associate the far-end devices to the service; otherwise, far-end devices are not able to
participate in the service.

The 7705 SAR also offers IES, VPLS, and VPRN services.
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IES provides IP connectivity between customer access points. From the customer’s
perspective, IES provides direct IP connectivity. The customer is assigned an IP interface
and a SAP designates the customer access point (where the customer IP device is connected)
— one SAP binding per IP interface. Supported SAP encapsulations are MC-MLPPP,
PPP/MLPPP and null/dot1q Ethernet. SDP binding is not required because traffic is routed
rather than being encapsulated in a tunnel.

A Virtual Private Routed Network (VPRN) consists of a set of customer sites connected to
one or more PE routers. VPRNs are based on RFC 2547bis, which details a method of
distributing routing information and forwarding data to provide a Layer 3 Virtual Private
Network (VPN) service to end customers. VPRN traffic is transported over LDP and
RSVP-TE tunnels, as well as static LSPs.

A Virtual Private LAN Service (VPLS) enables Layer 2 multipoint connections within an
enterprise infrastructure. Supported SAP encapsulations are null/dot1q Ethernet (8-port
Ethernet Adapter card) and ATM (4-port OC3/STM1 Clear Channel Adapter card). VPLS
traffic can also be transported over existing tunnel types like GRE tunnels, LDP tunnels,
RSVP-TE tunnels, and static LSPs using SDPs. For the ATM SAPs, the Layer 2 Ethernet
frames are encapsulated in llc-snap bridged PDUs, as per RFC 2684, widely referred to with
the obsoleted RFC-1483.

Service Types

Services are commonly called customer or subscriber services. The 7705 SAR offers the
following types of services, which are described in more detail in the referenced chapters:

*  Virtual Leased Line (VLL) services

— ATM VLL (Apipe) — a pseudowire emulation edge-to-edge (PWE3) ATM
service over MPLS, GRE, or IP tunnels on 7705 SAR nodes. See ATM VLL
(Apipe) Services.

— Circuit emulation VLL (Cpipe) — a PWE3 circuit emulation service over
MPLS or GRE tunnels on 7705 SAR nodes. See Circuit Emulation VLL (Cpipe)
Services.

— Ethernet VLL (Epipe) — a PWE3 Ethernet service over MPLS or GRE tunnels
for Ethernet frames on 7705 SAR nodes. See Ethernet VLL (Epipe) Services.

— [P interworking VLL (Ipipe) — a PWE3 IP service between two hosts
connected by any combination of point-to-point access circuits (PPP/MLPPP)
with routed IPv4 encapsulation and Ethernet interface SAPs; for example,
Ethernet SAP to Ethernet SAP, PPP SAP to MLPPP SAP, or Ethernet SAP to
MLPPP SAP. See IP Interworking VLL (Ipipe) Services.
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* Internet Enhanced Service (IES)

— IES is used both as a direct Internet access service where the customer is
assigned an IP interface for routed connectivity and for in-band management of
the 7705 SAR. See Internet Enhanced Service.

*  Virtual Private LAN Service (VPLS)

— VPLS provides a Layer 2 multipoint VPN service to end customers. VPLS
includes Hierarchical VPLS (H-VPLS), which is an enhancement of VPLS that
extends pseudowire-style signaled or static virtual circuit labeling outside the
fully meshed VPLS core. The 7705 SAR can participate in hierarchical VPLS.
See VPLS.

*  Virtual Private Routed Network Service (VPRN)

— VPRN provides a Layer 3 VPN service to end customers. VPRN services
provide MP-BGP peering with other PEs, configurable QoS policy and filtering,
VRF import and export policies, and SGT-QoS marking. See VPRN Services.

Table 3 lists the supported pseudowire (PW) service types. The values are as defined in

RFC 4446.
Table 3: Pseudowire Service Types

PW Service Type (EtherType) Value
IP Layer 2 transport 0x000B
Ethernet tagged mode 0x0004
Ethernet raw 0x0005
ATM N-to-one VCC cell mode (D 0x0009
ATM N-to-one VPC cell mode 0x000A
SAToP E1 0x0011
SAToP T1 0x0012
CESoPSN basic mode 0x0015
CESoPSN TDM with CAS 0x0017

Note:
1. “N-to-one” is expressed as “N-to-1” throughout this guide.
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Service Policies

Common to all 7705 SAR connectivity services are policies that are assigned to the service.
Policies are defined at the global level, then applied to a service on the router. Policies are
used to define 7705 SAR service enhancements.

The types of policies that are common to all 7705 SAR connectivity services are SAP
Quality of Service (QoS) policies and accounting policies. Filter policies are supported on
network interfaces, Epipes, Ipipes, VPLS SAPs and SDPs (mesh and spoke), VPRN SAPs,
IES SAPs, and IES in-band management SAPs.

SAP Quality of Service (QoS) policies allow for different classes of traffic within a
service at SAP ingress and SAP egress.

QoS ingress and egress policies determine the QoS characteristics for a SAP. A QoS
policy applied to a SAP specifies the number of queues, queue characteristics (such
as forwarding class, committed information rates, and peak information rates) and
the mapping of traffic to a forwarding class. A QoS policy must be created before it
can be applied to a SAP. A single ingress and a single egress QoS policy can be
associated with a SAP.

Accounting policies define how to count the traffic usage for a service for billing
purposes.

The 7705 SAR routers provide a comprehensive set of service-related counters.
Accounting data can be collected on a per-service, per-forwarding class basis, which
enables network operators to accurately measure network usage and bill each
customer for each individual service using any of a number of different billing
models.

Filter policies, also referred to as access control lists (ACLs), allow selective
blocking or forwarding of traffic that matches criteria that is set in the policy. The
resulting action (block or forward) is applied to that traffic.

Filter policies control the traffic allowed into a SAP or SDP, and are based on IP or
MAC match criteria. The ability to configure and apply a filter depends on the
combination of service, traffic type and direction, and entity type (SAP or SDP).
Assigning a filter policy to a SAP or SDP is optional. Filter policies are identified by
a unique filter policy ID. A filter policy must be created before it can be applied. A
single ingress and a single egress filter policy can be associated with a SAP
(Ethernet only), and a single ingress filter policy can be assigned to an SDP or an
ATM SAP with bridged llc-snap encapsulation bound to VPLS service.

For more information on provisioning QoS policies, including queuing behaviors, refer to
the 7705 SAR OS Quality of Service Guide. For information on configuring [P and MAC
filter policies, refer to the 7705 SAR OS Router Configuration Guide.
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Alcatel-Lucent Service Model

The 7705 SAR routers are deployed at the provider edge (PE). Services are provisioned on
the 7705 SAR and other network equipment in order to facilitate the transport of
telecommunications data across an IP/MPLS provider’s core network. The data is formatted
so that it can be transported in encapsulation tunnels created using generic routing
encapsulation (GRE), IP encapsulation, or MPLS label switched paths (LSPs).

The service model has four main logical components, referred to as (logical) service entities.
The entities are: customers, service types, service access points (SAPs), and service
destination points (SDPs) (see Service Entities). In accordance with the service model, the
operator uses the (logical) service entities to construct an end-to-end service. The service
entities are designed to provide a uniform, service-centric model for service provisioning.
This service-centric design implies the following characteristics.

* Many services can be bound to a single customer.
* Many services can be bound to a single tunnel.
* Tunnel configurations are independent of the services they carry.

* Changes are made to a single service entity rather than to multiple ports on multiple
devices. It is easier to change one tunnel rather than several services.

» The operational integrity of a service entity (such as a service tunnel or service
endpoint) can be verified by one operation rather than through the verification of
dozens of parameters, thereby simplifying management operations, network
scalability, and performance.

* A failure in the network core can be correlated to specific subscribers and services.
* The following policies are applied to each service:

— QoS policies

— accounting policies

— [P filter policies (Epipe SAPs, Ipipe SAPs, IES SAPs, VPLS, and VPRN
services, and IES Management SAPs). IPv4 filter polices can be applied to
VPLS SDPs (mesh and spoke).

— MAC filter policies (VPLS SAPs and VPLS SDPs [mesh and spoke])

Additional properties can be configured for bandwidth assignments, class of service, and
accounting and billing on the appropriate entity.
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Service Entities

Subscribers

The basic (logical) service entities in the service model used to construct an end-to-end
service are:

e Customers
* Service Types
* Service Access Points (SAPs)

* Service Destination Points (SDPs)

Figure 1 shows an example of how the service entities relate to the service model. A
subscriber (or customer) attachment circuit connects to a SAP. SDPs define the entrance and
exit points of unidirectional service tunnels, which carry one-way traffic between the two
routers (ALU-A and ALU-B). After SDPs have been configured, they are bound to a service,
which is the final step in making the end-to-end service connection. In Figure 1, the entrance
point is labeled SDP and the exit point is labeled Exit.

Traffic encapsulation occurs at the SAP and SDP. The SAP encapsulation types are
SONET/SDH, Ethernet, and TDM. The SDP encapsulation types are MPLS, GRE, and IP.
For information on SAP encapsulation types, see SAP Encapsulation Types and Identifiers.
For information on SDP encapsulation types, see SDP Encapsulation Types.

Figure 1: Service Entities and the Service Model
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Customers

The terms customers and subscribers are used synonymously. Every customer account must
have a customer ID, which is assigned when the customer account is created. To provision a
service, a customer ID must be associated with the service at the time of service creation.

Service Types

Service types provide the traffic adaptation needed by customer attachment circuits (ACs).
This (logical) service entity adapts customer traffic to service tunnel requirements. The
7705 SAR provides four types of VLL service (that is, point-to-point MPLS-based
emulation service, also called Virtual Private Wire Service (VPWS)): ATM VLL (Apipe),
circuit emulation VLL (Cpipe), Ethernet VLL (Epipe), and IP interworking VLL (Ipipe)
service types. The 7705 SAR also provides Ethernet (MAC-based) layer VPLS service, as
well as IP layer VPRN and Internet Enhanced Services, that offer any-to-any connectivity
within a Virtual Routing Domain or Generic Routing Domain, respectively.

Service Access Points (SAPs)
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A service access point (SAP) is the point at which a service begins (ingress) or ends (egress)
and represents the access point associated with a service. A SAP may be a physical port or a
logical entity within a physical port. For example, a SAP may be a channel group within a
DS1 or El frame, an ATM endpoint, an Ethernet port, or a VLAN that is identified by an
Ethernet port and a VLAN tag. Each subscriber service connection on the 7705 SAR is
configured to use only one SAP.

A SAP identifies the customer interface point for a service on a 7705 SAR router. Figure 2
shows one customer connected to two services via two SAPs. The SAP identifiers are 1/1/5
and 1/1/6, which represent the physical ports associated with these SAPs. The physical port
information should be configured prior to provisioning a service. Refer to the 7705 SAR OS
Interface Configuration Guide for more information on configuring a port. See Port and SAP
CLI Identifiers for more information on identifiers.

The 7705 SAR supports the following services types: ATM pseudowires (Apipe), TDM
pseudowires (Cpipe), IP pseudowires (Ipipe), Ethernet pseudowires (Epipe), IES, VPLS,
and VPRN services. Customer access to these services is given via SAPs. For each service
type, the SAP has slightly different parameters.
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In general, SAPs are logical endpoints that are local to the 7705 SAR and are uniquely

identified by:

* the physical Ethernet port, SONET/SDH port, or TDM channel group

* the encapsulation type for the service (for example, ATM)

* the encapsulation identifier (ID), which is, for example, the optional VLAN ID for
Epipes, or the channel group ID for Cpipes

Depending on the encapsulation, a physical port or channel can have more than one SAP
associated with it (for example, a port may have several circuit groups, where each group
has an associated SAP). SAPs can only be created on ports or channels designated as

“access” in the physical port configuration.

SAPs cannot be created on ports designated as core-facing “network” ports because these
ports have a different set of features enabled in software.

Figure 2: Service Access Point (SAP)
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The SAP encapsulation type is an access property of the Ethernet port, SONET/SDH port, or
TDM channel group used for the service. It identifies the protocol that is used to provide the
service. The 7705 SAR supports three SAP encapsulation types: Ethernet, SONET/SDH,
and TDM. Encapsulation types may have more than one option to choose from. For
example, the options for TDM encapsulation type are “cem” (for circuit emulation service)

and “atm” (for ATM service).
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The encapsulation ID is an optional suffix that is appended to a port-id to specify a logical
sub-element for a SAP. For example, a port can be tagged to use IEEE 802.1Q encapsulation
(referred to as dotlq), where each individual tag can identify with an individual service. The
encapsulation ID for an ATM SAP is a special case because it requires that a channel group
identifier (which always uses the value 1) precede the VPI/VCI value.

Notes:

= . Throughout this guide, the term “channel group” is often simplified to “channel”.

» Do not confuse the term “encapsulation ID” (described here) with the term “Encapsulation
ID”, which is used with the SNMP and MIBs for the 7705 SAR.

Ethernet Encapsulations

The following encapsulation service options are available on Ethernet ports:

» null — supports a single service on the port; for example, where a single customer
with a single service customer edge (CE) device is attached to the port.

* dotlq — supports multiple services for one customer or services for multiple
customers (see Figure 3). An example of dotlq use might be the case where the
Ethernet port is connected to a multi-tenant unit device with multiple downstream
customers. The encapsulation ID used to distinguish an individual service is the
VLAN ID in the IEEE 802.1Q header.

Figure 3: Multiple SAPs on a Single Port/Channel
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SONET/SDH Encapsulations

The following service encapsulation option is available on SONET/SDH ports:

* atm — supports multiple service instances for one customer, as well as bridged llc-
snap encapsulated ATM SAP termination to VPLS

TDM Encapsulations

The following service encapsulation options are available on TDM ports:

* atm — supports multiple services for one customer

* cem — supports multiple services for one customer. Structured cem service (circuit
emulation service over packet switched network (CESoPSN (n x DS0)) and
unstructured cem service (structure-agnostic TDM over packet (SAToP)) are
supported.

* ipcp — supports a single IP service per TDM channel group on channelized
interfaces. This is typically used for router interconnection using the point-to-point
protocol (PPP).

Service Types and SAP Encapsulations — Summary

Table 4 lists the SAP encapsulations available to 7705 SAR service types. These
encapsulations apply to access-facing ports. The service (port) type and encapsulations are
configured at the port level.

Table 4: Service Types and SAP Encapsulations

Service (Port) Type Encapsulation Option
Ethernet null

Ethernet dotlq

SONET/SDH atm

TDM cem

TDM atm

TDM ipcp
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SAP Configuration Considerations

In addition to being an entry or exit point for service traffic, a SAP has to be configured for a
service and, therefore, has properties. When configuring a SAP, consider the following.
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A SAP is a local entity and is only locally unique to a given device. The same SAP
ID value can be used on another 7705 SAR.

There are no default SAPs. All subscriber service SAPs must be created.

The default administrative state for a SAP at creation time is administratively
enabled.

When a SAP is deleted, all configuration parameters for the SAP are also deleted.
A SAP is owned by and associated with the service in which it is created.

An Ethernet port or channel with a dot1q encapsulation type means that the traffic
for the SAP is identified based on a specific IEEE 802.1Q VLAN ID value. The
VLAN ID is stripped off at SAP ingress and the appropriate VLAN ID is placed on
at SAP egress. As a result, VLAN IDs only have local significance, so the VLAN
IDs for the SAPs for a service need not be the same at each SAP.

A TDM circuit emulation service (for example, CESoPSN) requires a channel
group. The channel group must be created before it can be assigned to a SAP.

An ATM service (for example, ATM N-to-1 VCC cell transport) on a 16-port T1/E1
ASAP Adapter card or a 2-port OC3/STM1 Channelized Adapter card requires a
channel group. For this case, the channel group requires the assignment of all 24
timeslots (T1) or 30 timeslots (E1). The timeslot assignments are made
automatically after a channel group is configured for ATM encapsulation.

If a port or channel is administratively shut down, all SAPs on that port or channel
will be operationally out of service.

A SAP cannot be deleted until it has been administratively disabled (shut down).
Each SAP can have one of the following policies assigned to it:

— Ingress QoS policy

Egress QoS policy

Accounting policy

Ingress filter policy (for Epipe SAPs, Ipipe SAPs, VPLS, VPRN, IES SAPs, and
IES in-band management SAPs)

RN

A

Egress filter policy (for Ethernet VPLS ports only)
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Service Destination Points (SDPs)

An SDP identifies the endpoint of a logical unidirectional service tunnel. The service tunnel
provides a path from one 7705 SAR to another network device, such as another 7705 SAR, a
7710 SR, or a 7750 SR.

In more general terms, SDP refers to the service tunnel itself. The SDP terminates at the far-
end router, which is responsible for directing the flow of packets to the correct service egress
SAPs on that device.

Note: In this document and in command line interface (CLI) usage, SDP is defined as
=»| Service Destination Point. However, it is not uncommon to find the term SDP defined in
several different ways, as in the following list. All variations of SDP have the same meaning:

» Service Destination Point
» Service Distribution Point
» Service Destination Path
» Service Distribution Path
» Service Delivery Path

When an SDP is bound to a service, the service is referred to as a distributed service. A
distributed service consists of a configuration with at least one SAP on a local node, one
SAP on a remote node, and an SDP binding that binds the service to the service tunnel.

An SDP has the following characteristics.

* An SDP is locally unique to a participating 7705 SAR. The same SDP ID can appear
on other 7705 SAR routers.

* An SDP uses the system IP address of the far-end edge router to locate its
destination.

* An SDP is not specific to any one service or to any type of service. Once an SDP is
created, services are bound to the SDP. An SDP can also have more than one service
type associated with it.

* All services bound to an SDP use the same SDP (transport) encapsulation type
defined for the SDP (GRE, IP, or MPLS).

* An SDP is a service entity used for service management. Even though the SDP
configuration and the services carried within it are independent, they are related
objects. Operations on the SDP affect all the services associated with the SDP. For
example, the operational and administrative state of an SDP controls the state of
services bound to the SDP.
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* An SDP tunnel from the local device (typically, a 7705 SAR) to the far-end device
(router) requires a return SDP tunnel from the far end back to the local device. Each
device must have an SDP defined for every remote router to which it wants to
provide service. The SDP must be created before a distributed service can be
configured.

*  An SDP can be used to provide PW redundancy, where up to four spoke SDPs can
be assigned to a service endpoint that acts as the managing entity to ensure service
connection. See Pseudowire Redundancy.

SDP Binding

To configure a distributed service pointing from ALU-A to ALU-B, the SDP ID on the
ALU-A side (see Figure 4) must be specified during service creation in order to bind the
service to the tunnel (the SDP). Otherwise, service traffic is not directed to a far-end point
and the far-end 7705 SAR device(s) cannot participate in the service (there is no service). To
configure a distributed service pointing from ALU-B to ALU-A, the SDP ID on the ALU-B
side must be specified.

Figure 4: SDP Tunnel Pointing from ALU-A to ALU-B
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Spoke and Mesh SDPs

There are two types of SDPs: spoke and mesh. The type of SDP defines how flooded traffic
(or broadcast traffic, such as an ARP request) is propagated. For point-to-point PW/VLL
services, spoke SDPs are the only way to bind services to the far-end router. For VPLS,
mesh and spoke SDP bindings are allowed.

A spoke SDP that is bound to a service operates like a traditional bridge port. Flooded traffic
that is received on the spoke SDP is transmitted to all the spoke SDPs to which it is
connected. Flooded traffic is not transmitted back toward the port from which it was
received.

In contrast, a mesh SDP that is bound to a service operates like a single bridge port. Flooded
traffic received on a mesh SDP is transmitted to all spoke SDPs and SAPs to which it is
connected. Flooded traffic is not transmitted to any other mesh SDPs or back toward the port
from which it was received. This property of mesh SDPs is important for multi-node
networks; mesh SDPs are used to prevent the creation of routing loops.

SDP Encapsulation Types

The Alcatel-Lucent service model uses encapsulation tunnels (also referred to as service
tunnels) through the core to interconnect 7705 SAR and SR routers. An SDP is a logical way
of referencing the entrance to an encapsulation tunnel.

In Release 4.0, the following encapsulation types are supported:

* Layer 2 within multiprotocol label switching (MPLS Encapsulation)
* Layer 2 or Layer 3 within generic routing encapsulation (GRE Encapsulation)

» Layer 2 within [P (IP Encapsulation)
Each SDP service tunnel has an entrance and an exit point for the pseudowires contained

within it.

MPLS Encapsulation

Multiprotocol label switching (MPLS) encapsulation has the following characteristics.

* An MPLS 7705 SAR router supports both signaled and non-signaled LSPs through
the network.

* Non-signaled paths are defined at each hop through the network.
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An SDP has an implicit Maximum Transmission Unit (MTU) value because services are
carried in encapsulation tunnels and an SDP is an entrance to the tunnel. The MTU is
configurable (in octets), where the transmitted frame can be no larger than the MTU.

With MPLS, the MTU for the network port permits the addition of labels for transmission
across the MPLS network. Ethernet frames that are sent out of a network port toward the
MPLS core network (or a P router) are allowed to be oversized in order to include the MPLS
labels without the need to fragment large frames. See MTU Settings for more information.

The following ways of configuring an MPLS tunnel are supported:

* LDP signaled
* RSVP-TE signaled
* user-configured (static LSP)

GRE Encapsulation

GRE Format
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Generic routing encapsulation (GRE) is one of the most common tunneling techniques in the
industry. GRE tunnels are used to transport various network layer packets and are especially
useful for facilitating pseudowires over IP networks. Since MPLS is a Layer 2.5 protocol,
MPLS packets cannot be natively transported over a Layer 3 (IP) network. Therefore, GRE
is the ideal alternative for applications where traffic must travel over a Layer 3 network; for
example, in DSL applications.

For the HSDPA offload application (see HSDPA Offload), ATM pseudowires are
transported over IP using GRE tunneling. For other applications, Ethernet and TDM
pseudowires over GRE are also supported.

GRE SDPs are supported on any port of the 8-port Ethernet Adapter card version 1 and
version 2 for the 7705 SAR-8, any port of the 8-port Ethernet Adapter card version 2 for the
7705 SAR-18, or any Ethernet port on the 7705 SAR-F. Up to 512 GRE tunnels are
supported per chassis.

In accordance with RFC 2784, a GRE encapsulated packet has the following format:

* delivery header
*  GRE header
* payload packet

Delivery Header

The delivery header is always an IP header.
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GRE Header

The GRE header format is shown in Figure 5 and described in Table 5.

Figure 5: GRE Header
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Table 5: GRE Header Descriptions

Field Description

C Specifies whether there is a checksum in the header
If set to 1, both the checksum and reservedl fields must be
present

On the 7705 SAR, in the network egress (transmit) direction, the
C bit is always set to 0; therefore, the checksum and reserved1
fields are omitted from the header. The GRE header is therefore
always 4 bytes (32 bits) in the network egress direction.

In the network ingress direction, the C bit validity is checked. If
it is set to a non-zero value, the GRE packet is discarded and the
IP discards counter is increased.

Reserved( Indicates whether the header contains optional fields

Not applicable to the 7705 SAR — first 5 bits of the field are
always set to 0 and bits 6 to 12 are reserved for future use and
also set to 0 by the 7705 SAR

Ver Always set to 000 for GRE

At network ingress, if a GRE packet is received with the version
field set to any value other than 000, the packet is discarded and
the IP discards counter is increased

Protocol Type Specifies the protocol type of the original payload packet —
identical to Ethertype with the only supported option being
MPLS unicast (0x8847)

Checksum (optional) | Not applicable

Reservedl (optional) | Not applicable
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Payload Packet

The payload encapsulation format for pseudowires over GRE is shown in Figure 6 and
described in Table 6.

Figure 6: GRE Pseudowire Payload Packet over Ethernet

Table 6:

PW Payload
4 | CW (optional)
4 PW Header
4 GRE
20 IP
14 0r 18 Eth
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GRE Pseudowire Payload Packet Descriptions

Field

Description

Eth

The Layer 2 transport header
In Release 4.0, the only Layer 2 protocol supported is Ethernet

MTU size depends on the encapsulation type (14 bytes for null
encapsulation and 18 bytes for dotlq encapsulation)

IP

Indicates the transport protocol

The Ethertype is always set to IP (0x800), and in case of a
mismatch, the unexpected or illegal Ethertype counters are
increased ()

GRE

Indicates the encapsulation protocol

PW header

The pseudowire header identifies a service within the GRE
tunnel

CW (optional)

The pseudowire control word (CW) is a 32-bit (4-byte) field that
is inserted between the VC label and the Layer 2 frame

For more information on the control word, see Pseudowire
Control Word

PW payload

The PW payload is the payload of the service being
encapsulated (Ethernet, ATM, or TDM)

Note:

1. The only exception to the Ethertype is if the packets are address resolution protocol (ARP) packets. For
information on ARP, refer to the 7705 SAR OS Router Configuration Guide.
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When using GRE, the service MTU might have to be set to a value smaller than 2102 octets.
For more information on MTU, see MTU Settings.

At the network egress of the 7705 SAR, the source address of the IP header is always set to
the system IP address. The destination IP address is set to the system IP address of the
service router on which the GRE SDP is configured. Using the system IP addresses to bring
up the GRE session ensures that any IP link between the two routers can be used to transport
GRE/IP packets. It might therefore be necessary to use static IP address configuration over
DSL networks to ensure connectivity between the routers (especially if the DSL modem is in
bridge mode).

IP Encapsulation

IP encapsulation is added to the SAR in response to a growing demand for more
pseudowire-based solutions in mobile backhaul. IP encapsulation is similar to GRE
encapsulation but allows pseudowires to be transported natively over IP packets. Only static
pseudowires are supported for I[P SDPs, because there is no label path to define except for
the endpoints. The path is an IP routed path.

In Release 4.0, transport of pseudowires over IP tunnels is introduced. IP tunnels can be
transported over Ethernet ports, VLAN interfaces in network mode, or over PPP or MLPPP
network links. However, the typical application is expected to use Apipes over IP over
Ethernet, as shown in Figure 7.

Payload Packet
A typical payload encapsulation format for pseudowires over IP is shown in Figure 7 and

described in Table 7.

Figure 7: IP Example of Pseudowire Payload Packet over Ethernet

ATM Cell #1

ATM Cell #N
CW (optional)
PW Header
IP
Eth

20695
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Table 7: IP Pseudowire Payload Packet Descriptions

Field

Description

Eth

The Layer 2 transport header
The only Layer 2 protocol supported is Ethernet

MTU size depends on the encapsulation type (14 bytes for null
encapsulation and 18 bytes for dotlq encapsulation)

IP

Indicates the transport protocol
The only supported option is MPLS in IP (0x89)

The Ethertype is always set to IP (0x0800), and in case of a mismatch,
the unexpected or illegal Ethertype counters are increased ()

PW header

The pseudowire header identifies a service within the IP tunnel. The
pseudowire header is like an MPLS header that has context only to the
encapsulating and decapsulating LERs. This means that the IP
transport network has no knowledge about the pseudowires that it
carries. Only the edge LERs are aware of the pseudowire because the
[Pv4 Protocol Number field is set to 137 (0x89), indicating an MPLS
unicast packet.

CW (optional)

The pseudowire control word (CW) is a 32-bit (4-byte) field that is
inserted between the VC label and the Layer 2 frame

For more information on the control word, see Pseudowire Control
Word

ATM Cell #1 to
ATM Cell #N

Indicates the payload of the service being encapsulated (ATM)

Note:

1. The only exception to the Ethertype is if the packets are address resolution protocol (ARP) packets. For
information on ARP, refer to the 7705 SAR OS Router Configuration Guide.

Spoke SDP Terminations

The 7705 SAR supports spoke SDP as termination points for IES and VPRN services.
Table 8 shows which service interfaces and spoke SDPs can be connected to each other. For
example, an Epipe spoke SDP can connect to an IES or VPRN interface. Refer to Spoke
SDP Termination to IES and to Spoke SDP Termination to VPRN for more information.
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Table 8: Spoke SDP Termination Support ()

Services Overview

Epipe | Epipe Spoke SDP | IES VPRN VPLS | VPLS Spoke SDP
Spoke | Redundancy Interface | Interface | Spoke | Redundancy
SDP (standby-signal- SDP (suppress-standby-
master enabled) signaling disabled)
Epipe Spoke SDP v v v v v v
Epipe Spoke SDP v v v v v v
Redundancy
(standby-signal-
master enabled)
IES Interface v v v v v v
VPRN Interface v v v v v v
VPLS Spoke SDP Ve Ve v v v v
VPLS Spoke SDP v v v v v v
Redundancy
(suppress-standby-
signaling disabled)

Note:

1. Refer to the 7705 SAR Release Notes for the specific dates associated with the above termination options.

SDP Ping

Ping is an application that allows a user to test whether a particular host is reachable. SDP
Ping is an application that allows a user to test whether a particular SDP endpoint is

reachable.

SDP ping uses the SDP identifier that is stored in the 7705 SAR that originates the ping
request. SDP ping responses can be configured to return through the corresponding return
tunnel as a round-trip ping, or out-of band when unidirectional pings are requested. Refer to
the 7705 SAR OS OAM and Diagnostics Guide, “SDP Ping”, for more information.
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SDP Keepalives
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The SDP keepalive application allows a system operator to actively monitor the SDP
operational state using periodic Alcatel-Lucent SDP Echo Request and Echo Reply
messages. Automatic SDP keepalives work in a manner that is similar to a manual SDP ping
command. The SDP Echo Request and Echo Reply messages provide a mechanism for
exchanging far-end SDP statuses.

SDP keepalive Echo Request messages are only sent after the SDP has been completely
configured and is administratively up and the SDP keepalives are administratively up. If the
SDP is administratively down, keepalives for the SDP are disabled.

SDP keepalive Echo Request messages are sent out periodically based on the configured
Hello Time. An optional message length for the Echo Request can be configured.

The SDP is immediately brought operationally down when:

* the Max Drop Count Echo Request messages do not receive an Echo Reply
* akeepalive response is received that indicates an error condition
After a response is received that indicates the error has cleared and the Hold Down Time

interval has expired, the SDP is eligible to be put into the operationally up state. If no other
condition prevents the operational change, the SDP enters the operational state.

Configuring SDP keepalives on a given SDP is optional. SDP keepalives have the following
configurable keepalive parameters:

* Hello Time

*  Message Length

*  Max Drop Count

* Hold Down Time

*  Timeout

For information about configuring keepalive parameters, refer to Configuring an SDP.
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Mobile Solutions

The Mobile Radio Access Network (RAN) is rapidly growing to meet the increased demand
in mobile services. This in turn increases demands on carriers to provide high-bandwidth,
mobile broadband services. Today, at a typical cell site, 2G and 3G base stations are
connected to high-cost, T1/E1 leased lines that are used to backhaul both voice and data
traffic to the MTSO. For mission-critical, delay-sensitive, and low-bandwidth traffic such as
voice, signaling, and synchronization traffic, it is vital that the high availability of these
leased lines is ensured. SLA agreements also promise a high level of availability for
customers.

Currently, however, best-effort traffic such as high-speed downlink packet access (HSDPA)
is also switched over these SLA-enabled leased lines. HSDPA is a 3G mobile telephony
communications service that allows UMTS networks to have higher data transfer speeds and
capacity, allowing the mobile customer (end user) to browse the Internet or to use the mobile
device. The increasing use of HSDPA is having a dramatic impact on the ability of the
T1/E1 leased lines to scale with the traffic growth as well as on the operating costs of these
lines.

Similar issues confront CDMA EVDO networks today.

Alcatel-Lucent provides a solution that enables mobile operators to keep their existing
infrastructure (circuit-based leased lines), while gradually migrating to a packet-based
infrastructure that will allow scalability, decrease costs, and ease the transition to the next-
generation, all-IP network solutions.

HSDPA Offload

The Alcatel-Lucent solution is to make use of widely available DSL networks and split the

traffic being backhauled. Mission-critical traffic (voice, signaling, synchronization) remains
on the T1/E1 leased line circuits, while the best-effort, bandwidth-hungry HSDPA traffic is
offloaded to DSL networks.

The 7705 SAR-F is an ideal candidate for this scenario. The 7705 SAR-F is a small-scale,
fixed version of the 7705 SAR product family. It is optimized for use in standalone small or
midsized sites where traffic aggregation from multiple cell sites is not needed. For more
information on the 7705 SAR-F, refer to the 7705 SAR-F Chassis Installation Guide.
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Cell Site
Owned by Mobile Operator

Figure 8 shows a typical example of HSDPA offload.

Figure 8: HSDPA Offload Example
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A 3G Node B is connected to a 7705 SAR over an ATM/IMA access port (SAP endpoint).
An ATM SAP-to-SAP connection is set up in the 7705 SAR and a pseudowire is configured
between the two endpoints to emulate local ATM switching. Traffic from the Node B enters
an ATM/IMA port, the VCs transporting mission-critical traffic are locally switched (SAP-
to-SAP) to another ATM/IMA port (SAP endpoint), and then switched over the leased lines
to the MTSO.

Note: ATM SAP-to-SAP connections are supported between any T1/E1 ASAP port that is in
access mode with ATM/IMA encapsulation and another port with the same encapsulation
configuration. One endpoint of a SAP connection can be an IMA group, while the other
endpoint can be on a single ATM port.

ATM SAP-to-SAP connections are also supported between any two OC3/STM1 ports and
between any T1/E1 ASAP port and OC3/STM1 port, as long as both SAPs support ATM.

For non-mission-critical traffic, for example, HSDPA traffic, an Ethernet interface on the
7705 SAR is connected to an external DSL modem. HSDPA traffic is interworked to ATM
pseudowires and transported over the DSL network to the BRAS, then forwarded to the
service router at the MTSO.
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Failure Detection

Failure of the GRE SDP or the IP network it rides over can be detected by OAM tools as
well as by BFD. With SAA, OAM tools can be configured to run periodically in order to
facilitate faster failure detection. If a failure occurs, the ATM SAPs must be rerouted by the
5620 SAM to the ATM ports used for backhauling the traffic. The mission-critical traffic is
still serviced before the best-effort HSDPA traffic.

For information on OAM and SAA tools, refer to the 7705 SAR OS OAM and Diagnostics
Guide. For information on BFD, refer to the 7705 SAR OS Router Configuration Guide.
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ETH-CFM (802.1ag and Y.1731)

Ethernet Connectivity Fault Management (ETH-CFM) is defined in two complementary
standards: IEEE 802.1ag (dotlag) and ITU-T Y.1731. Both standards specify protocols,
procedures, and managed objects in support of transport fault management, including
discovery and verification of the path, and detection and isolation of a connectivity fault for
each Ethernet service instance.

Dotlag and Y.1731 provide fault management (FM) functions for loopback, linktrace, and
connectivity checks, as well as Up and Down MEP support for Ethernet SAPs and Down
MEP support for spoke SDPs (dotlag only).

Y.1731 fault management (Y.1731 FM) extends dotlag CFM by providing functions for
alarm indication signal (AIS) and ETH-Test testing. Furthermore, Y.1731 provides
performance management (Y.1731 PM) functions for delay and loss measurements. For
more information on Y.1731 PM, refer to the “ITU-T Y.1731 Performance Monitoring
(PM)” section in the 7705 SAR OS OAM and Diagnostics Guide.

For information on running Ethernet OAM tests, refer to the “ETH-CFM (802.1ag and
Y.1731)” section in the 7705 SAR OS OAM and Diagnostics Guide.

CFM uses Ethernet frames that are distinguished by their Ethertype value and special
Ethernet multicast address. For more information on the Ethernet frame, and the Ethertype
and Ethernet multicast address values, see ETH-CFM Frame Format.

Using CFM, interoperability can be achieved between different vendor equipment in the
service provider network, up to and including customer premises bridges.

Note: In the 7705 SAR CLI command hierarchy, commands for 802.1ag and Y.1731 are
=»| found under the eth-cfm context that appears at the following levels:

* global (config>eth-cfm)

» Epipe service (config>service>epipe>sap>eth-cfm)
* show (show>eth-cfm)

* o0am (oam eth-cfm)
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802.1ag and Y.1731 Terminology

Table 9 defines 802.1ag terms. Table 10 illustrates the similarities and differences between
Y.1731 and 802.1ag terms.

Table 9: 802.1ag Terminology

Term

Expansion

Definition

MA

Maintenance Association

A grouping of maintenance entities (MEs) that need to be managed as
part of a given service

Typically, on the 7705 SAR, the MEs are a pair of MEPs (one local
and one remote)

MA-ID

Maintenance Association
Identifier

A unique combination of md-index, MD level and ma-index, where
md-index, level, and ma-index are user-configured values

An MA is identified by its MA-ID

MD

Maintenance Domain

A set of Ethernet network elements or ports that are controlled by an
operator, where boundaries are set by MEPs

MD
level

Maintenance Domain level

A user-configured value of 0 to 7 representing a level of hierarchy
within a CFM architecture. The value 7 is the highest MD level and 0
is the lowest.

The MD level is transmitted as part of the Ethernet CFM frame. A
CFM message is said to have a higher MD level when its MD level
value is higher than the MD value configured on the receiving MEP
7705 SAR.

Higher-level CFM messages are relayed as data frames by MEPs and
ignored by the MEP entity

ME

Maintenance Entity

An Ethernet port or endpoint that is managed as part of dotlag OAM
An endpoint can be a SAP or a spoke SDP

MEP

Maintenance Association
End Point

An (edge) endpoint that can terminate, respond to, or initiate the OAM
messages for a configured MD-MA combination

MEP-ID

Maintenance Association
End Point Identifier

A MERP is identified by its MEP-ID, which is a unique combination of
md-index and ma-index, where md-index and ma-index are user-
configured values

MIP

Maintenance Association
Intermediate Point

An intermediate point that can respond to OAM messages initiated by
MEPs in the same MD. Connectivity fault management (CFM)
messages destined for other MIPs or the destination MEP are
transparent to MIPs.

MIPs are not supported on the 7705 SAR
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Table 10: Y.1731 Terminology

Term Expansion Definition
MEG Maintenance Entity Group | Same as MA but applies to Y.1731
MEG-ID | Maintenance Entity Group | Same as MA-ID but applies to Y.1731
Identifier
MEG Maintenance Entity Group | Same as MD level but applies to Y.1731
level Level Note that although MEG level and MD level are equivalent terms,
there is no Y.1731 equivalent to an MD
MEP Maintenance Association Same as MEP for 8§02.1ag
End Point

MDs, MD Levels, MAs, and MEPs (802.1ag)
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Maintenance domains (MDs) and maintenance associations (MAs) are configured at the
global level. Maintenance association endpoints (MEPs) are configured at the service level.

An MD is a set of network elements that have a common CFM OAM purpose. MDs are
identified by their MD index and can be given an MD name. An MD is assigned a
maintenance domain level (MD level). There are eight MD levels. Use MD levels to set up a
messaging hierarchy for the CFM architecture.

An MA consists of a pair of maintenance endpoints (one local and one remote MEP) that are
managed as part of an Ethernet VLL service. The MA and the VLL service are associated by
configuring the MA’s bridge identifier parameter to have the same value as the VLL service
ID parameter of the VLL service that supports the MEPs. MAs are identified by their MA
index and can be given an MA name. The MA is used to verify the integrity of a single
service instance.

A MEP is configured as part of an Ethernet SAP or spoke SDP. MEPs can generate or
terminate CFM OAM messages. MEPs only communicate within the same MD level, where
the value of the MD level (0 to 7) is carried in a CFM OAMPDU. MEPs are identified by
their MEP identifier and MA-ID. The MA-ID is configured at the global level.

Figure 9 depicts a high-level view of MEPs in a CFM-enabled network. Two MAs are
shown. The endpoints of MA 1 are MEPs 1 and 2, while MEPs 3 and 4 are the endpoints for
MA 2.

For more information on MEP support, see Ethernet OAM.
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Figure 9: MEPs and MAs
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MEG Levels, MEGs, and MEPs (Y.1731)

On the 7705 SAR, the implementation of Y.1731 Fault Management (FM) is similar to that
of dotlag CFM, except that Y.1731 does not have a maintenance domain (MD). For Y.1731
and 802.1ag, the following terms are equivalent:

*  MEGQG level is equivalent to MD level
* MEQG is equivalent to MA
* aY.1731 MEP is equivalent to a dotlag MEP
To access Y.1731 functions, including Y.1731 Performance Management (PM) functions,

configure a MEP to have the domain format set to none and the association format set to ice-
based.
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ETH-CFM Frame Format
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ETH-CFM OAMPDU messages for 802.1ag and Y.1731 use a standard Ethernet frame (see
Figure 10). The parts of the frame are described below.

Figure 10: ETH-CFM Frame Format

Destination MAC
Source MAC
T=28100
Vlan / Dot1p
T =8902
ETH-CFM OAMPDU
FCS
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Destination and Source Addresses

The destination and source MAC addresses of the CFM message must match at the send and
the receive routers. For example, a 7705 SAR-initiated ETH-CFM message would use the
spoke SDP MAC address of the 7705 SAR as the source MAC address and the spoke SDP
MAC address of the far-end router as the destination MAC address. At the far end, the
source and destination MAC addresses would be the reverse of the near end.

An exception to the matching source-destination MAC address requirement occurs for
linktrace and continuity messages, where the destination MAC address is set to a multicast
group address. The designated multicast group address for linktrace and CCM is 01-80-C2-
00-00-3x; where x represents the maintenance domain (MD) level (for 802.1ag) or the MEG
level (for Y.1731). For example, a dotlag CCM message destined for 01-80-C2-00-00-31
corresponds to MD level 1.

CCM packets using source-destination multicast MAC addresses are for user-initiated
messages only (that is, loopbacks).

Ethertype (T)

If dot1q encapsulation is not configured, then the Ethertype value is 0x8902 and there is no
VLAN tag. If dotlq encapsulation is configured, the VLAN tag (Ethertype value 0x8100) is
present and is followed by the Ethertype value of 0x8902, which indicates ETH-CFM
messages. The Ethertype is not hard-coded to 0x8100 and can be changed via the port
configuration command.
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VLAN/dot1p

This is the VLAN dotlp identifier. If null encapsulation is configured (for Ethernet SAPs or
spoke SDP bindings to a VC-type, ether or vlan), the frame is tagged with NULL.

ETH-CFM OAMPDU

The contents of the Ethernet OAMPDU depend on whether dotlag or Y.1731 standards are
being used. For details on the dotlag or Y.1731 OAMPDU, see ETH-CFM OAMPDU.

FCS

This is the frame check sequence field.

ETH-CFM OAMPDU

As shown in Figure 11, each ETH-CFM OAMPDU message contains the following fields:

MD level or MEG level: user-configured value, 0 to 7

version: current version is 0

opcodes: as defined in IEEE 802.1ag and Y.1731 standards, for messages such as:

%

VLl

Continuity Check Message (CCM)
Loopback Message (LBM)
Loopback Reply (LBR)

Linktrace Message (LTM)
Linktrace Reply (LTR)

flags: as defined in IEEE 802.1ag and Y.1731 standards

one or more TLVs, which include:

R A 2R 2R

End TLV

Data TLV

Reply Ingress TLV

Reply Egress TLV

LTM egress identifier TLV
LTR egress identifier TLV
Test TLV
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Figure 11: ETH-CFM OAMPDU Message
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CFM Frame Processing

Table 11 shows whether a CFM frame received by various MEP types is processed or not.
Frames that are processed are extracted from the datapath for CFM processing; unprocessed
frames are treated as user traffic and follow the user traffic rules.

Table 11: CFM Frame Processing

MEP Details Received CFM Frame Treatment
MEP Type Direction | VC-Type | Port Untagged Tagged ()
Spoke SDP | Down Raw Any Processed Not processed
VLAN Any Not processed Processed
SAP Down Any Dotlq Not processed @ | Processed
Any Null Processed Not processed
Up Any Dotlq Not processed Processed
Any Null Processed Not processed
Notes:

1. Tagged frames are single-tagged frames.
2. Untagged frames received on a dotlq encapsulated port are processed by the Epipe configured to handle
untagged frames. The SAP identifier on this Epipe uses VLAN ID 0, also referred to as SAP 0 (for example,

1/1/2:0).
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Processing SAP 0 OAM Packets

Note the following points with respect to processing OAM packets on SAP 0:

the 7705 SAR transmits untagged OAM frames on SAP 0

the 7705 SAR does not process OAM frames tagged with VLAN ID 0 on a port
configured with null encapsulation

(for consistency with the 7710 SR), the 7705 SAR processes double-tagged OAM
frames under the following configuration scenario: there is a SAP Up MEP on a
dotlq encapsulated port, using SAP 0, and having VC-type VLAN

In this case, the top VLAN tag is removed and the bottom VLAN tag is assumed to
be SAP 0. If the bottom VLAN tag is not SAP 0, the VLAN ID is changed to 0. If
the frame is an OAM frame, double-tagged is extracted from the SAP Up MEP and
the reply is with a single-tagged frame with its VLAN ID set to 0.

on a SAP Down MEP (dotlq), untagged frames are processed on SAP 0

in general, except for the SAP 0 case above, double-tagged (or more) Ethernet OAM
frames are not processed in the SAP

in the unlikely case that a SAP Up MEP or a spoke SDP Down MEP on the

7705 SAR receives an untagged Ethernet OAM packet on a tagged VC (that is, the
ve-type configuration for the SAP or spoke SDP is VLAN), then the frame is
processed. The reply sent to the originator is a tagged packet on the VC.

MEG-ID and ICC-Based Format

Similar to an 802.1ag MA-ID, a Y.1731 MEG-ID uniquely identifies a group of MEs that
are associated at the same MEG level in one administrative domain. The features of MEG-

IDs are:

each MEG-ID must be globally unique

if the MEG may be required for path setup across interoperator boundaries, then the
MEG-ID must be available to other network operators

the MEG-ID should not change while the MEG remains in existence

the MEG-ID should be able to identify the network operator that is responsible for
the MEG

The 7705 SAR supports the ITU Carrier Code (ICC-based) MEG-ID format (TLV value
32). The generic and ICC-based MEG-ID formats are defined in the ITU-T Y.1731 standard.
Figure 12 shows the ICC-based MEG-ID format.
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The MEG-ID value has exactly 13 characters and consists of two subfields, the ITU Carrier
Code (ICC) followed by a Unique MEG-ID Code (UMC). The ITU Carrier Code consists of
between 1 and 6 left-justified characters (alphabetic or leading alphabetic with trailing
numeric). The UMC code immediately follows the ICC and consists of between 7 and 12
characters, with trailing NULLs (if necessary to complete the 13 characters).

The UMC is the responsibility of the organization to which the ICC has been assigned,
provided that uniqueness is guaranteed.

Figure 12: ICC-based MEG-ID Format

1 Reserved (01)

2 MEG ID Format (32)

3 MEG ID Format (13)

4 MEG ID value [1]
5 MEG ID value [2]
17 | |IVIE(|5 ID|vaIL|Je [12]
18 MEG ID value [13]
19
20

: Unused (all ZEROS)
47

48

20848
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ETH-CFM Functions and Tests

The following list of ETH-CFM functions applies to both dotlag and Y.1731 Ethernet

OAM:

ETH-CFM — ETH-CFM can be enabled or disabled on a SAP or spoke SDP
MD levels — eight MD levels can be assigned

MD name — the following MD name formats are supported:

— none (no MD name; used for specifying a Y.1731 functionality)

— DNS name

— MAC address and 2-octet integer

— character string
MAs — MAs for each MD level can be configured, modified, or deleted

— each MA is defined by a unique combination of MD index, MD level, and MA
index. This unique combination of values is called the MA identifier (MA-ID).

— the following MA name formats are supported:

primary VLAN ID (VID)

character string

2-octet integer

RFC 2685, Virtual Private Networks Identifier
icc-based (used for specifying a Y.1731 functionality)

— when a VID is used as the MA name, CFM will not support VLAN translation
because the unique MA-ID must match all the MEPs

— the default format for an MA name is a 2-octet integer; integer value 0 means
that the MA is not attached to a VID.

MEPs — Up and Down MEPs on a SAP, and Down MEPs on a spoke SDP

MEPs can be configured, modified, or deleted for each MD level (both
associations for the Up or Down MEP are with the same Bridge Port; as
described in Section 19.2.1 of IEEE Standard 802.1ag-2007)

each MEP is uniquely identified by its MEP identifier and MA-ID
combination

MEP creation — MEP creation on a SAP is allowed only for Ethernet ports (with
null or g-tag encapsulations)
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ETH-CFM Ethernet OAM Tests

This section describes Ethernet OAM tests for ETH-CFM on the 7705 SAR, including:

Loopback (LB)

loopbacks

linktrace

throughput measurement
continuity check

remote defect indication
alarm indication signal

Ethernet (signal) test

The loopback function is supported by 802.1ag and Y.1731 on the 7705 SAR. A Loopback
Message (LBM) is generated by a MEP to its peer MEP. Both dotlag and dot3ah loopbacks
are supported. The loopback function is similar to IP or MPLS ping in that it verifies
Ethernet connectivity between the nodes on a per-request basis. That is, it is non-periodic
and is only initiated by a user request.

In Figure 13, the line labeled LB represents the dotlag loopback message between the
7750 SR (source) and 7705 SAR (target). The 7750 SR-generated LBM is switched to the
7705 SAR, where the LBM message is processed. Once the 7705 SAR generates the
Loopback Reply message (LBR), the LBR is switched over the PW to the 7750 SR.

The following loopback-related functions are supported:

Page 76

loopback message functionality on a MEP can be enabled or disabled

MEP — supports generating loopback messages and responding to loopback
messages with loopback reply messages

displays the loopback test results on the originating MEP
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The linktrace function is supported by 802.1ag and Y.1731 on the 7705 SAR. A Linktrace
Message (LTM) is originated by a MEP and targeted to a peer MEP in the same MA and
within the same MD level. Its function is similar to IP traceroute. The peer MEP responds
with a Linktrace Reply (LTR) message after successful inspection of the LTM.

The following linktrace related functions are supported:

* enables/disables LT functions on an MEP

*  MEP — supports generating LTMs and responding with LTR messages

+ displays linktrace test results on the originating MEP

Throughput Measurement

Throughput measurement is performed by sending frames to the far end at an increasing rate
(up to wire speed) and measuring the percentage of frames received back. In general, the rate
is dependent on frame size; the larger the frame size, the lower the rate.

The Y.1731 specification recommends the use of unicast ETH-LB and ETH-Test frames to

measure throughput.
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In Release 4.0 of the 7705 SAR, LBM processing and LBR generation are enhanced and
occur on the datapath, allowing the 7705 SAR to respond to loopback messages at wire
speed and making in-service throughput tests possible. Thus, if the 7705 SAR receives
LBMs at up to wire speed, it can generate up to an equal number of LBRs.

In order to process LBMs at wire speed, there must be either no TLVs or a single TLV
(which is a Data TLV) in the LBM frame. The End TLV field (0) must be present and the
frame can be padded with data after the End TLV field in order to increase the size of the
frame. Note, however, that the MAC address cannot be a multicast MAC address; it must be
the MEP MAC destination address (DA).

Datapath processing of LBMs is supported for the following MEPs:

* dotlag

— SAP Up MEP

— SAP Down MEP

— spoke SDP Down MEP
+  Y.1731

— SAP Up MEP

— SAP Down MEP

For spoke SDP Down MEPs, fastpath (datapath) LBM processing requires that both
interfaces—the LBM receiver and the LBR transmitter—reside on the same adapter card.
For example, if the 7705 SAR must perform a reroute operation and needs to move the next-
hop interface to another adapter card (that is, LBMs are received on one card and LBRs are
transmitted on another), then the fastpath processing of LBMs is terminated and LBM
processing continues via the CSM.

Continuity Check (CC)

The continuity check function is supported by 802.1ag and Y.1731 on the 7705 SAR. A
Continuity Check Message (CCM) is a multicast frame that is generated by a MEP and sent
to its remote MEPs in the same MA. The CCM does not require a reply message. To identify
faults, the receiving MEP maintains a MEP database with the MAC addresses of the remote
MEPs with which it expects to maintain connectivity checking. The MEP database can be
provisioned manually. If there is no CCM from a monitored remote MEP in a preconfigured
period, the local MEP raises an alarm.

The following CC capabilities are supported:

* enable and disable CC for a MEP

* automatically put local MEPs into the database when they are created
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* manually configure and delete the MEP entries in the CC MEP monitoring database.
Note that the only local provisioning required to identify a remote MEP is the
remote MEP identifier (using the remote-mepid mep-idcommand).

* CCM transmit interval: 10ms, 100ms, 1s, 10s, 1m, 10m (default: 10s)
* transmit interval: 10ms, 100ms, 1s, 10s, Im, 10m (default: 10s)
e CCM declares a fault when it:

— stops hearing from one of the remote MEPs for a period of 3.5 times the CC
interval

hears from a MEP with a lower MD level
hears from a MEP that is not in the same MA
hears from a MEP that is in the same MA but is not in the configured MEP list

hears from a MEP that is in the same MA with the same MEP ID as the
receiving MEP

VLl

\

recognizes that the CC interval of the remote MEP does not match the local
configured CC interval

\

recognizes that the remote MEP declares a fault

An alarm is raised and a trap is sent if the defect is greater than or equal to the
configured low-priority-defect value.

¢ CC must be enabled in order for RDI information to be carried in the CCM
OAMPDU

ETH-RDI

The Ethernet Remote Defect Indication function (ETH-RDI) is used by a MEP to
communicate to its peer MEPs that a defect condition has been encountered. Defect
conditions such as signal fail and AIS may result in the transmission of frames with ETH-
RDI information. ETH-RDI is used only when ETH-CC transmission is enabled.

ETH-RDI has the following two applications:

* single-ended fault management — the receiving MEP detects an RDI defect
condition, which gets correlated with other defect conditions in this MEP and may
become a fault cause. The absence of received ETH-RDI information in a single
MEP indicates the absence of defects in the entire MEG.

* contribution to far-end performance monitoring — the transmitting MEP reflects
that there was a defect at the far end, which is used as an input to the performance
monitoring process

A MEP that is in a defect condition transmits frames with ETH-RDI information. A MEP,
upon receiving frames with ETH-RDI information, determines that its peer MEP has
encountered a defect condition.

7705 SAR OS Services Guide Page 79



ETH-CFM (802.1ag and Y.1731)

ETH-AIS
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The specific configuration information required by a MEP to support the ETH-RDI function
is as follows:

«  MEG level — the MEG level at which the MEP exists

* ETH-RDI transmission period — application-dependent and is the same value as the
ETH-CC transmission period

*  priority — the priority of frames containing ETH-RDI information and is the same
value as the ETH-CC priority

The PDU used to carry ETH-RDI information is the CCM.

The Ethernet Alarm Indication Signal function (ETH-AIS) is a Y.1731 CFM enhancement
used to suppress alarms at the client (sub) layer following detection of defect conditions at
the server (sub) layer.

Transmission of frames with ETH-AIS information can be enabled or disabled on a Y.1731
MEP.

Frames with ETH-AIS information can be issued at the client MEG level by a MEP,
including a server MEP, upon detecting the following conditions:

» signal failure conditions in the case where ETH-CC is enabled
* AIS condition in the case where ETH-CC is disabled

For a point-to-point Ethernet connection at the client (sub) layer, a client layer MEP can
determine that the server (sub) layer entity providing connectivity to its peer MEP has
encountered a defect condition upon receiving a frame with ETH-AIS information. Alarm
suppression is simplified by the fact that a MEP is expected to suppress only those defect
conditions associated with its peer MEP.

Only a MEP, including a server MEP, is configured to issue frames with ETH-AIS
information. Upon detecting a defect condition, the MEP can immediately start transmitting
periodic frames with ETH-AIS information at a configured client MEG level. A MEP
continues to transmit periodic frames with ETH-AIS information until the defect condition
is removed. Upon receiving a frame with ETH-AIS information from its server (sub) layer, a
client (sub) layer MEP detects the AIS condition and suppresses alarms associated with all
its peer MEPs. Once the AIS condition is cleared, a MEP resumes alarm generation upon
detecting defect conditions.
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The following specific configuration information is required by a MEP to support ETH-AIS:

ETH-Test

client MEG level — the MEG level at which the most immediate client layer MEPs
exist

ETH-AIS transmission period — the transmission period of frames with ETH-AIS
information

priority — the priority of frames with ETH-AIS information

The Ethernet Test (signal) function (ETH-Test) is a Y.1731 CFM enhancement used to
perform one-way, on-demand, in-service diagnostics tests, which include verifying frame
loss, bit errors, and so on.

Note: The out-of-service diagnostics test is not supported in the 7705 SAR, Release 4.0.

When configured to perform such tests, a MEP inserts frames with ETH-Test information
such as frame size and transmission patterns.

When an in-service ETH-Test function is performed, data traffic is not disrupted and the
frames with ETH-Test information are transmitted.

To support ETH-Test, a Y.1731 MEP requires the following configuration information:

MEG level — the MEG level at which the MEP exists

unicast MAC address — the unicast MAC address of the peer MEP for which ETH-
Test is intended

data — an optional element with which to configure data length and contents for the
MEP. The contents can be a test pattern and an optional checksum.

Examples of test patterns include all Os or all 1s. At the transmitting MEP, this
configuration information is required for a test signal generator that is associated
with the MEP. At the receiving MEP, this configuration is required for a test signal
detector that is associated with the MEP.

priority — the priority of frames with ETH-Test information

A MEP inserts frames with ETH-Test information towards a targeted peer MEP. The
receiving MEP detects the frames with ETH-Test information and performs the requested
measurements.
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MEP Support (802.1ag and Y.1731)

The 7705 SAR supports Up and Down maintenance association endpoints (MEPs) on
Ethernet SAPs for both 802.1ag and Y.1731. It also supports Down MEPs on Ethernet spoke
SDPs for 802.1ag only.

802.1ag MEP Support on Ethernet SAPs

The 7705 SAR supports Up and Down MEPs on Ethernet SAPs. Figure 14 shows that the
7705 SAR can terminate and respond to CFM messages received from connected devices,
such as base stations, when port B is a Down MEP on a SAP. A CFM message coming from
port A would be terminated on port B of the 7705 SAR. Conversely, port B on the

7705 SAR can generate and send a CFM message towards port A.

Figure 14: MEP on Ethernet Access
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Figure 15 shows how a Down MEP on an Ethernet SAP might be used. In this example, an
Ethernet network connects to an access Ethernet port on the 7705 SAR and there are
multiple SAPs on that port (that is, multiple endpoints). Since CFM offers OAM capabilities
on a per-service basis, which in this case means per SAP (or endpoint), each service can run
CFM. Note that if BSC end devices were directly connected to the 7705 SAR (and a VLAN
was not used to separate services from each other), EFM would offer capabilities similar to
CFM for Ethernet OAM.
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In the example shown in Figure 15, separate dotlag instances initiated on the 9500 MPR
nodes can be used to ensure Ethernet layer connectivity on a per-base-station basis. All the
traffic from these base stations is aggregated and switched to a single port on the 7705 SAR.
Each base station is recognized through a different VLAN, where the VLANSs are bound to
different services. CFM with traffic in the Down MEP OAMPDU direction at the Ethernet
SAP offers the flexibility to run OAM tests on a per-base-station basis.

Figure 15: Down MEP at Ethernet SAP
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The 7705 SAR supports down maintenance association endpoints (MEPs) on Ethernet spoke
SDP endpoints. Figure 16 illustrates a Down MEP on an Ethernet spoke SDP.

CFM messages can be generated and switched across an Ethernet PW. CFM messages that
are received and have an MD that matches the value configured on the 7705 SAR are
extracted and processed. Any received CFM messages with an MD level that does not match
the configured value are not terminated and are switched transparently to the Ethernet SAP.

Down MEPs on Ethernet spoke SDPs on the 7705 SAR support the following:

+ termination of the CFM messages destined for the MEP-ID of the 7705 SAR

* termination of CFM messages at the user-configured domain only

* discarding of OAMPDU s at a lower MD level than the configured one (an alarm
message is raised)
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* transparent pass-through of upper layer CFM messages

— MD of the CFM messages that are higher than the one configured on the
7705 SAR

MIP functionality (that is, forwarding of CFM messages with the same MD level) is not
supported in Release 4.0 of the 7705 SAR. Only Down MEP functionality is supported on
Ethernet spoke SDPs (that is, termination of CFM messages that are ingress from the

Ethernet PW, or generation of CFM packets that are destined for the 7750 SR spoke SDP
MEP-ID).

Figure 16: Dot1ag Down MEPs on Spoke SDPs
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In Figure 16, assuming that the MEP is enabled both on the SR and the 7705 SAR spoke
SDP endpoints, the 7705 SAR can generate CFM messages and can terminate any received
CFM messages that are destined for the 7705 SAR MEP-ID and have a matching configured
domain. Any 7705 SAR-generated CFM packets would traverse the Ethernet PW and would
be processed first by the SR node. The Ethernet PW running between the 7705 SAR and the
SR generates a pipe-like connectivity; thus, no intermediate Ethernet node can process the
CFM messages. All the CFM messages are transported over Ethernet PWs, and PW
termination only takes place on SR and 7705 SAR endpoints.
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Y.1731 MEP Support on Ethernet SAPs

As shown in Figure 17, the 7705 SAR supports Y.1731 Up and Down MEPs on Ethernet
SAPs that are bound to an Ethernet PW service.

Figure 17 also shows an 802.1ag Down MEP on an Ethernet spoke SDP in order to illustrate
that when performing CFM tests on the 7705 SAR, a Y.1731 Up MEP on an Ethernet SAP
should be used instead of an 802.1ag Down MEP on an Ethernet spoke SDP. Using a Y.1731
SAP Up MEP means that CFM packets verify the switching fabric and SAP status before the
packet is processed, because the SAP is on the access side of the 7705 SAR whereas a spoke
SDP is on the network side. If a spoke SDP Down MEP is used, packets are terminated and
extracted on the network side without being switched through the switching fabric.

Figure 17: Y.1731 MEP Support on the 7705 SAR
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Priority Mapping (802.1ag and Y.1731)

Operators often run OAM tests over a single, specific forwarding class (FC). For example,
an operator might be mapping OAM traffic to FC2 (AF — Assured Forwarding) and, in order
to examine the delay, jitter, or loss qualities of the OAM traffic, would need to run OAM
tests using FC2. To provide operators with the ability to control which FC the OAM packets
will follow, the priority priority command is included in several OAM test commands.

When the 7705 SAR generates an Ethernet OAM frame, it uses the priority as per the user’s
configuration of the priority keyword and then sends the frame through the datapath.
Thus, the OAM frame follows the entire datapath and receives the same treatment as any
other user frame before it is switched over the port.

For example, a CCM frame generated by a SAP Up MEP with a priority value of 7 will
receive the following treatment.

*  First, the CCM frame is classified as per the access ingress and QoS policy settings.
For example, the CCM frame can be mapped to the BE forwarding class if the
assigned QoS policy has its priority 7 mapped to BE.

*  Then, the OAM packet is mapped to the associated queue (the queue hosting the BE
forwarding class) and follows ingress scheduling like any other datapath frame.

*  Next, the CCM frame is switched through the fabric and reclassified to the network
egress queues, as per the assigned QoS policy classifiers.

* Finally, the CCM frame is scheduled again, as per the queue type and profile state of
the queue.

This implementation replicates the user experience since the OAM packet follows the same
path as the data packets.

Priority Mapping for SAP Up MEPs

For Up MEPs on a SAP, priority mapping operates as described in the following list, which
indicates how the messages or replies generated on ingress have their FC and VLAN tag
priority set.

The resulting frames (CCM, LMM, DMM, DM1, LMR, or DMR) are inserted in the access
ingress datapath and are processed in the same way as any other frame. That is, they are
classified based on the sap-ingress policy.

*  Continuity Check messages (CCMs) generated on ingress are based on the setting of

the ccm-1tm-prio command for the MEP (that is, the VLAN tag priority is set
according to the ccm-1tm-prio command for the MEP).
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* Loss Measurement messages (LMMs), two-way Delay Measurement messages
(DMMs), and one-way Delay Measurement messages (DM 1s) generated on ingress
are based on the priority specified during the LMM, DMM, or DM test (that is, the
VLAN tag priority is set according to the priority specified during the test).

*  Loss Measurement replies (LMRs) and two-way Delay Measurement replies
(DMRs) generated on ingress keep the VLAN tag priority of their corresponding
LMM or DMM frame.

Table 12 summarizes the FC and VLAN priority mappings for SAP Up and Down MEPs
based on the frame type.

Table 12: FC and VLAN Priority Mappings for Up and Down MEPs as per Frame Type

MEP Type Frame Type (Tx) 7705 SAR SR-Type
FC VLAN-priority | FC VLAN-priority
SAPUp MEP | CCM derived from ccm-Itm-prio ccm-Itm-prio same as
vlan-prio after incoming
classification
LMM, DMM, DM1 | derived from user-specified ccm-ltm-prio same as
vlan-prio after incoming
classification
LMR, DMR derived from preserve derived from same as
vlan-prio after | incomingquery | incoming vlan- | incoming
classification priority prio after
classification
SAP Down CCM ccm-Itm-prio ccm-Itm-prio ccm-Itm-prio ccm-ltm-prio
MEP

LMM, DMM, DM1

user-specified

user-specified

user-specified

user-specified

LMR, DMR

ccm-Itm-prio

incoming tag
priority

derived from
incoming vlan-
prio after
classification

same as
incoming
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Priority Mapping for SAP Down MEPs

For SAP Down MEPs, priority mapping operates as described in the following list, which
indicates how the messages or replies generated on egress have their FC and VLAN tag
priority set.

* CCMs generated on egress are based on ccm-1tm-prio of the MEP (that is, FC
and VLAN tag priority are set according to the ccm-1tm-prio of the MEP).

« LMM, DMM and DM1 generated on egress are based on the priority specified
during the test (that is, FC and VLAN tag priority are set according to the priority
specified during the test).

*+ LMR and DMR generated on egress use the ccm-1tm-prio of the MEP as FC.
The VLAN tag priority is not replaced (that is, the VLAN tag priority of LMM and
DMM are kept).
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Service Creation Overview

Figure 18 shows a flowchart that provides an overview of the process to create a service.
Service creation can be separated into two main functional areas — core services tasks and
subscriber services tasks. Core services tasks are performed prior to subscriber services

tasks.

Before starting the process shown in Figure 18, ensure that the 7705 SAR system has been
configured with an I[P address and (for the 7705 SAR-8 or 7705 SAR-18) has the appropriate
adapter cards installed and activated.

Core services tasks include the following items:

create customer accounts

create template QoS and accounting policies
create LSPs

create SDPs

Subscriber services tasks include the following items:

create VLL (Apipe, Cpipe, Epipe, or Ipipe), IES, VPLS, or VPRN services
configure SAPs

bind SDPs

create exclusive QoS policies

optionally assign IP filter policies to Epipe SAPs, Ipipe SAPs, VPLS, VPRN, IES
SAPs, and/or IES management SAPs (IPv4 filters can also be applied to VPLS
SDPs (mesh and spoke))

optionally assign MAC ingress filter policies to VPLS SAPs and VPLS SDPs (mesh
and spoke)
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Figure 18: Service Creation and Implementation Flowchart
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Port and SAP CLI Identifiers

When typing text in the command line interface (CLI), port-id is often displayed to indicate
that a port identifier may need to be typed in the command line. Similarly, to identify a SAP,
the port-id is used, but additional information may need to be appended to indicate a logical
sub-element of the port.

On the CLI, a port-id is defined using the format slot/mda/port, where slot identifies the
IOM card slot (always 1), mda identifies the physical slot in the chassis for the adapter card,
and port identifies the physical port on the adapter card.

The value that can be appended to a SAP has the format [:][/D] or [.][/D]. The colon or dot
and following ID identify a sub-element of the port (if applicable), such as a TDM channel
group for a Cpipe or a VPI/VCI value for an Apipe.

For example, a SAP associated with a TDM channel group on port 12 of an 16-port T1/E1
ASAP Adapter card in MDA slot 3 is identified as <1/3/12.3>, where ".3" is the appended
value and identifies that for this SAP the channel group begins in timeslot 3.

Reference Sources

For information on standards and supported MIBs, refer to Standards and Protocol Support.
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Configuring Global Service Entities with CLI

This section provides information to create subscriber (customer) accounts and to configure
service destination points (SDPs) using the command line interface.

Topics in this section include:

» Service Model Entities on page 94
* Basic Configuration on page 95
*  Common Configuration Tasks on page 97
— Configuring Customer Accounts on page 97
— Configuring SDPs on page 98
*+ ETH-CFM (802.1ag and Y.1731) Tasks on page 101
— Configuring ETH-CFM Parameters (802.1ag and Y.1731) on page 101
— Applying ETH-CFM Parameters on page 103
»  Service Management Tasks on page 105
— Modifying Customer Accounts on page 105
— Deleting Customers on page 106
— Modifying SDPs on page 106
— Deleting SDPs on page 107
— Deleting LSP Associations on page 107
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Service Model Entities

Page 94

The Alcatel-Lucent service model uses (logical) service entities to construct a service. Each
entity within the model has properties that describe it and influence its behavior. The service
model has four main entities to configure a service. The entities are:

Customers

%

Configuring Customer Accounts

Service Destination Points (SDPs)

%

Configuring SDPs

Service Types

%

%

Ll Ll

ATM VLL (Apipe) Services

Circuit Emulation VLL (Cpipe) Services
Ethernet VLL (Epipe) Services

IP Interworking VLL (Ipipe) Services
Internet Enhanced Service

VPLS

— VPRN Services
Service Access Points (SAPs)

A 2R

Configuring Apipe SAP Parameters
Configuring Cpipe SAP Parameters
Configuring Epipe SAP Parameters
Configuring Ipipe SAP Parameters
Configuring IES SAP Parameters
Configuring VPRN Interface SAP Parameters
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Basic Configuration

Before configuring a subscriber service, the QoS, logs, and MPLS LSPs (if applicable) must
be configured. Refer to the following guides for more information:

7705 SAR OS Quality of Service Guide
7705 SAR OS Router Configuration Guide
7705 SAR OS System Management Guide
7705 SAR OS MPLS Guide

A basic service configuration must have the following items configured:

a customer ID

a service type

a service ID

a SAP identifying a port and encapsulation value

an interface (where required) identifying an IP address, IP subnet, and broadcast
address

an associated SDP (for distributed services)

The following example shows an Epipe service configuration displaying the SDP and Epipe
service entities. SDP ID 2 was created with the far-end node 10.10.10.104. Epipe ID 6000
was created for customer ID 6, which uses the SDP 1D 2.

A:ALU-B>config>service# info detail

sdp 2 mpls create
description "MPLS-10.10.10.104"
far-end 10.10.10.104
ldp
signaling tldp
no vlan-vc-etype
no path-mtu
keep-alive
shutdown
hello-time 10
hold-down-time 10
max-drop-count 3
timeout 5
no message-length
exit
no shutdown
exit
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epipe 6000 customer 6 vpn 6000 create
service-mtu 1514
sap 1/1/2:0 create
ingress
filter ip 1
gos 1
exit
egress
gos 1
exit
no shutdown
exit
spoke-sdp 2:6111 create
ingress
no vc-label
exit
egress
no vc-label
exit
no shutdown
exit
no shutdown
exit

A:ALU-B>config>service#
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Common Configuration Tasks

This section provides a brief overview of the following common configuration tasks that
must be performed to configure a customer account and an SDP:

*  Configuring Customer Accounts

*  Configuring SDPs

Configuring Customer Accounts

Use the customer command to configure customer information. Every customer account
must have a customer ID. Optional parameters include:

* description
e contact name

* telephone number

If special characters are included in the customer description string, such as spaces, #, or ?,
the entire string must be enclosed in double quotes.

Use the following CLI syntax to create and input customer information.

CLI Syntax: config>service# customer customer-id create
contact contact-information
description description-string
phone phone-number

Example: config>service# customer 5 create
config>service>cust# contact "Technical Support"
config>service>cust$ description "Alcatel-Lucent
Customer"
config>service>cust# phone "650 555-5100"
config>service>cust# exit

The following example displays the customer account configuration output.

A:ALU-12>config>service# info

customer 5 create
contact "Technical Support"
description "Alcatel-Lucent Customer"
phone "650 555-5100"
exit

A:ALU-12>config>service#
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Configuring SDPs

Every service destination point (SDP) must have the following items configured:

a locally unique SDP identification (ID) number
the system IP address of the far-end router
an SDP encapsulation type — MPLS, GRE, or IP

SDP Configuration Considerations
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Consider the following SDP characteristics when creating and configuring an SDP.

SDPs can be configured as MPLS, GRE, or IP.

If an SDP configuration does not include the IP address of the associated far-end
router, then VLL, VPLS, and VPRN services to the far-end router cannot be
provided.

A distributed service must be bound to an SDP.

By default, SDPs are not associated with services. Once an SDP is created, services
can be associated with that SDP.

An SDP can have more than one service bound to it. That is, an SDP is not specific
or exclusive to any one service or any type of service.

When configuring an SDP:
— The far-end SDP IP address must be the system IP address of a 7705 SAR or an
SR-series router.

— For MPLS SDPs, LSPs must be configured before the LSP-to-SDP associations
can be assigned. The LSP-to-SDP associations must be created explicitly.

— Automatic ingress and egress labeling (targeted LDP) is enabled by default.
Ingress and egress VC labels are signaled over a targeted LDP connection
between two 7705 SAR routers.

Note: If signaling is disabled for an SDP, then ingress and egress vc-labels
=»| for the services using that SDP must be configured manually.

To configure a basic SDP, perform the following steps:

1
2
3.
4

Specify an originating node.
Create an SDP ID.
Specify an encapsulation type.

Specify a far-end node.
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When configuring an SDP, consider the following points.

» If you do not specify an encapsulation type, the default is MPLS.

*  When configuring a distributed service, you must identify an SDP ID and the far-
end IP address. Use the show>service>sdp command to display a list of

qualifying S

DPs.

*  When specifying MPLS SDP parameters, you can either specify an LSP or enable
an LDP. There cannot be two methods of transport in a single SDP. If an LSP is
specified, then RSVP is used for dynamic signaling within the LSP.

* LSPs are configured in the config>router>mpls context. See the 7705 SAR OS

MPLS Guid

e for configuration and command information.

Use the following CLI syntax to create an SDP.

CLI Syntax:

Example:

7705 SAR OS Services Guide

adv-mtu-override

description description-string

far-end ip-addr

keep-alive
hello-time seconds
hold-down-time seconds
max-drop-count count
message-length octets
timeout timeout
no shutdown

1dp

1sp Isp-name [lsp-name]

path-mtu octets

signaling {off|tldp}

no shutdown

(for MPLS SDPs
(for MPLS SDPs

config>service# sdp 2 gre create
config>service>sdp#
config>service>sdp#
config>service>sdp#
config>service>sdp#
config>service# sdp
config>service>sdp#
config>service>sdp#
config>service>sdp#
config>service>sdp#
config>service>sdp#
config>service# sdp
config>service>sdp#
config>service>sdp#

far-end “10.10.10.104”
no shutdown

exit

4 mpls create

far-end “10.10.10.104”
1dp

no shutdown

exit

8 mpls create

far-end %“10.10.10.104"

config>service>sdp sdp-id [gre | mpls | ip] create

only)
only)

description “GRE-10.10.10.104"

description “MPLS-10.10.10.104"

description "MPLS-10.10.10.104"
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config>service>sdp# lsp "to-104"
config>service>sdp# no shutdown
config>service>sdp# exit

config>service#

sdp 104 mpls create

config>service>sdp# description "MPLS-10.10.10.94"
config>service>sdp# far-end “10.10.10.94"
config>service>sdp# 1ldp

config>service>sdp# no shutdown
config>service>sdp# exit

The following example displays the SDP sample configuration output.

A:ALU-12>con

fig>service# info

sdp

2 create

description "GRE-10.10.10.104"

far-end 10.10.10.104
keep-alive
shutdown
exit
no shutdown

sdp 4 create

exit
sdp

exit
sdp

description "MPLS-10
far-end 10.10.10.104
1dp
keep-alive

shutdown
exit
no shutdown

8 mpls create
description "MPLS-10
far-end 10.10.10.104
lsp "to-104"
keep-alive

shutdown
exit
no shutdown

104 mpls create
description "MPLS-10
far-end 10.10.10.94
1ldp
keep-alive

shutdown
exit
no shutdown

.10.10.104"

.10.10.104"

.10.10.94"

A:ALU-12>con

fig>service#
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ETH-CFM (802.1ag and Y.1731) Tasks

This section provides a brief overview of the following ETH-CFM tasks:

*  Configuring ETH-CFM Parameters (802.1ag and Y.1731)
* Applying ETH-CFM Parameters

Configuring ETH-CFM Parameters (802.1ag and Y.1731)

Configuration commands for both the 802.1ag and the Y.1731 functions are entered in an
eth-cfm context (either global or Epipe service). For information on Ethernet OAM
commands for 802.1ag and Y.1731 OAM, refer to the “Ethernet OAM Capabilities” section
in the 7705 SAR OS OAM and Diagnostics Guide.

An 802.1ag MEP and a Y.1731 MEP are similar in function. Configure a MEP to be a
Y.1731 MEP by choosing the format none keywords in the global domain command, and
the format icc-based keywords in the global association command.

802.1ag Configuration

The first set of commands occurs at the global level. The second set occurs at the Epipe
service level.

*A:ALU-1>config>eth-cfm# info
domain 1 name "kanata MD" level 5
association 1 format string name "kanata MA"
bridge-identifier 2
exit
ccm-interval 60
remote-mepid 125

shutdown
sap 1/5/1 create
eth-cfm
mep 1 domain 1 association 1 direction down
shutdown
exit
exit
exit
spoke-sdp 1:11 create
eth-cfm
mep 2 domain 1 association 1 direction down
shutdown
exit
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Note: RDI information is carried in the CCM OAMPDU. To be able to transmit and also

=»| receive RDI information, a MEP must have CCM enabled. See Applying ETH-CFM
Parameters.

Y.1731 Configuration

The following example displays a Y.1731 configuration. The first set of commands occurs at
the global level. The second set occurs at the Epipe service level.

*A:ALU-1>config>eth-cfm# info
domain 1 format none level 1
association 1 format icc-based name "1234567890123"
bridge-identifier 100
exit
ccm-interval 1
exit

shutdown
sap 2/2/1:40 create
eth-cfm
mep 1 domain 1 association 1 direction up
ais-enable
priority 2
interval 60
exit
eth-test-enable
test-pattern all-ones crc-enable
exit
no shutdown
exit
exit
exit

no shutdown

Note: To be able to transmit and also receive AlS PDUs, a Y.1731 MEP must have ais-
=»| cnable set. To be able to transmit and also receive ETH-Test PDUs, a Y.1731 MEP must
have eth-test-enable set.
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Applying ETH-CFM Parameters

Apply ETH-CFM parameters to the following entities, as shown in the CLI syntax examples
below:

* Epipe SAP
*  Epipe spoke SDP

*  OAM tests (loopback, linktrace, Ethernet test, delay measurement, loss
measurement)

The MAC address for a MEP on an Epipe cannot be changed. For a MEP on a SAP, the
MAC address is the port MAC address. For a MEP on a spoke SDP, the MAC address is the
system MAC address.

In Release 4.0, the 7705 SAR supports the following MEPs:

+ 802.1ag

—> SAP Up MEP

— SAP Down MEP

— spoke SDP Down MEP
« Y.1731

— SAP Up MEP

— SAP Down MEP

CLI Syntax: config>service>epipe>sap
eth-cfm
mep mep-id domain md-index association ma-index
[direction {up|down}]
ccm-enable
ais-enable
ccm-ltm-priority priority
dual-ended-loss-test-enable
eth-test-enable
low-priority-defect {allDef |macRemErrXcon
remErrXcon | errXcon|xcon|noXcon}
one-way-delay-threshold seconds
[no] shutdown
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CLI Syntax: config>service>epipe>spoke-sdp
eth-cfm
mep mep-id domain md-index assoclation ma-index
[direction {up|down}]
ccm-enable
ccm-ltm-priority priority
low-priority-defect {allDef |macRemErrXcon |
remErrXcon | errXcon |xcon |noXcon}
[no] shutdown

CLI Syntax: oam

eth-cfm linktrace mac-address mep mep-id domain md-
index association ma-index [ttl ttl-value]

eth-cfm loopback mac-address mep mep-id domain md-
index association ma-index [send-count send-count]
[size data-size] [priority priority]

eth-cfm eth-test mac-address mep mep-id domain md-
index association ma-index [priority priorityl]
[data-length data-length]

eth-cfm one-way-delay-test mac-address mep mep-id
domain md-index association ma-index [priority
priorityl]

eth-cfm two-way-delay-test mac-address mep mep-id
domain md-index association ma-index [priority
priorityl

eth-cfm single-ended-loss-test mac-address mep mep-id
domain md-index association ma-index [priority
priority] [interval {100ms|ls}] [send-count send-
count]
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Service Management Tasks

This section provides a brief overview of the following service management tasks:

*  Modifying Customer Accounts
* Deleting Customers

*  Moditying SDPs

*  Deleting SDPs

* Deleting LSP Associations

Modifying Customer Accounts
Use the show>service>customer command to display a list of customer IDs.
To modify a customer account:

1. Access the specific account by specifying the customer ID.

2. Enter the parameter to modify (description, contact, phone) and then enter
the new information.

CLI Syntax: config>service# customer customer-id create
[no] contact contact-information
[no] description description-string
[no] phone phone-number

Example: config>service# customer 27 create
config>service>customer$ description “Western Division
config>service>customer# contact “John Dough”
config>service>customer# no phone “(650) 237-5102"

”
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Deleting Customers

The no form of the customer command typically removes a customer ID and all
associated information; however, all service references to the customer must be shut down

and deleted before a customer account can be deleted.

CLI Syntax: config>service# no customer customer-id

Example: config>service# epipe 5 customer 27 shutdown
config>service# epipe 9 customer 27 shutdown
config>service# no epipe 5

config>service# no epipe 9
config>service# no customer 27

Modifying SDPs
Use the show>service>sdp command to display a list of SDP IDs.
To modity an SDP:

1. Access the specific SDP by specifying the SDP ID.

2. Enter the parameter to modify, such as description, far-end, or 1sp, and
then enter the new information.

Note: Once the SDP is created, you cannot modify the SDP encapsulation type.

CLI Syntax: config>service# sdp sdp-id

Example: config>service# sdp 79
config>service>sdp# description “Path-to-107"
config>service>sdp# shutdown
config>service>sdp# far-end “10.10.10.107”
config>service>sdp# path-mtu 1503
config>service>sdp# no shutdown
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Deleting SDPs

The no form of the sdp command typically removes an SDP ID and all associated
information; however, before an SDP can be deleted, the SDP must be shut down and
removed (unbound) from all customer services where it is applied.

CLI Syntax: config>service# no sdp 79

Example: config>service# epipe 5 spoke-sdp 79:5
config>service>epipe>spoke-sdp# shutdown
config>service>epipe>spoke-sdp# exit
config>service>epipe 5 no spoke-sdp 79:5
config>service>epipe# exit
config>service# no sdp 79

Deleting LSP Associations

The no form of the 1sp command removes an LSP ID and all associated information;
however, before an LSP can be deleted, it must be removed from all SDP associations.

CLI Syntax: config>service# sdp sdp-id
[no] lsp lsp-name

Example: config>service# sdp 79
config>service>sdp# no lsp 123
config>service>sdp# exit all
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Global Service Command Reference

Command Hierarchies

*  Global Service Configuration Commands
— Customer Commands
— SDP Commands
— SAP Commands
— ETH-CFM Commands

¢ Show Commands
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Global Service Configuration Commands

Customer Commands

config
— service

— customer customer-id [create]

— no customer customer-id
— customer contact-information
— no customer
— description description-string
— no description
— phone phone-number
— [no] phone

SDP Commands

config
— service
— sdp sdp-id [gre | mpls | ip] [create]
— no sdp sdp-id

— [no] adv-mtu-override

— description description-string

— no description

— far-end ip-address

— no far-end

— keep-alive
— hello-time seconds
— no hello-time
— hold-down-time seconds
— no hold-down-time
— max-drop-count count
— no max-drop-count
— message-length octets
— no message-length
— [no] shutdown
— timeout timeout
— no timeout

— [no] ldp

— [no] Isp Isp-name

— metric metric

— no metric

— path-mtu bytes

— no path-mtu

— signaling {off | tldp}

— [no] shutdown

— vlan-ve-etype 0x0600..0xffif

— no vlan-ve-etype [x0600.0xffff]
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SAP Commands

config
— service
— apipe
— sap sap-id [create]
— no sap sap-id
— cpipe
— sap sap-id [create]
— no sap sap-id
— epipe
— sap sap-id [create]
— no sap sap-id
— ipipe
— sap sap-id [create]
— no sap sap-id
— ies
— interface ip-int-name [create]
— sap sap-id [create]
— no sap sap-id
— vprn
— interface ip-int-name [create]
— sap sap-id [create]
— no sap sap-id
— vpls

— sap sap-id [create]
— no sap sap-id

ETH-CFM Commands

config
— eth-cfm
— domain md-index [format {dns | mac | none | string} | name md-name level level
— domain md-index
— no domain md-index
— association ma-index [format {icc-based | integer | string | vid | vpn-id}] name
ma-name
— association ma-index
— no association ma-index
— [no] bridge-identifier bridge-id
— vlan vian-id
— no vlan
— ccm-interval {10ms | 100ms | 1|10 | 60 | 600}
— no ccm-interval
— [no] remote-mepid mep-id
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Show Commands

show
— service
— customer customer-id
— sdp [sdp-id | far-end ip-addr] [detail | keep-alive-history]
— sdp-using sdp-id[:vc-id] | far-end ip-address)
— service-using [epipe] [ies] [vprn] [vpls] [apipe] [cpipe] [sdp sdp-id] [customer customer-

id]
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Command Descriptions

* Global Service Configuration Commands on page 114

*  Show Commands on page 132
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Global Service Configuration Commands

*  Generic Commands on page 115

*  Customer Commands on page 117

* SDP Commands on page 119

+ SDP Keepalive Commands on page 124

* ETH-CFM Configuration Commands on page 128
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Generic Commands

description

Syntax
Context

Description

Default

Parameters

shutdown

Syntax

Context

Description

Special Cases

description description-string
no description

config>service>customer
config>service>sdp

This command creates a text description stored in the configuration file for a configuration context.
The no form of this command removes the string from the context.
No description is associated with the configuration context.

description-string — the description character string. Allowed values are any string up to 80
characters long composed of printable, 7-bit ASCII characters. If the string contains special
characters (#, $, spaces, etc.), the entire string must be enclosed within double quotes.

[no] shutdown

config>service>sdp
config>service>sdp>keep-alive

The shutdown command administratively disables an entity. The operational state of the entity is
disabled as well as the operational state of any entities contained within. When disabled, an entity
does not change, reset, or remove any configuration settings or statistics. Many objects must be shut
down before they may be deleted. Many entities must be explicitly enabled using the no shutdown
command.

The no form of this command places the entity into an administratively enabled state.

Services are created in the administratively down state (shutdown). When a no shutdown command
is entered, the service becomes administratively up and then tries to enter the operationally up state.
Default administrative states for services and service entities are described in the following Special
Cases.

Service Admin State — bindings to an SDP within the service will be put into the out-of-service
state when the service is shut down. While the service is shut down, all customer packets are dropped
and counted as discards for billing and debugging purposes.
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SDP (global) — when an SDP is shut down at the global service level, all bindings to that SDP are
put into the out-of-service state and the SDP itself is put into the administratively and operationally
down states. Packets that would normally be transmitted using this SDP binding will be discarded and
counted as dropped packets.

SDP (service level) — shutting down an SDP within a service only affects traffic on that service
from entering or being received from the SDP. The SDP itself may still be operationally up for other
services.

SDP Keepalives — enables SDP connectivity monitoring keepalive messages for the SDP ID.
Default state is disabled (shutdown), in which case the operational state of the SDP-ID is not affected
by the keepalive message state.
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Customer Commands

customer

Syntax

Context

Description

Parameters

contact

Syntax

Context

Description

Default

Parameters
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customer customer-id [create]
no customer customer-id

config>service

This command creates a customer ID and customer context used to associate information with a
particular customer. Services can later be associated with this customer at the service level.

Each customer-id must be unique and the create keyword must follow each new customer customer-
id entry.

To edit a customer’s parameters, enter the existing customer customer-id without the create
keyword.

Default customer 1 always exists on the system and cannot be deleted.

The no form of this command removes a customer-id and all associated information. Before
removing a customer-id, all references to that customer in all services must be deleted or changed to a
different customer ID.

customer-id — specifies the ID number to be associated with the customer, expressed as an integer

Values 1 to 2147483647

contact contact-information
no contact

config>service>customer

This command allows you to configure contact information for a customer. Include any customer-
related contact information such as a technician’s name or account contract name.

The no form of this command removes the contact information from the customer ID.
No contact information is associated with the customer-id.

contact-information — the customer contact information entered as an ASCII character string.
Allowed values are any string up to 80 characters long composed of printable, 7-bit ASCII
characters. If the string contains special characters (#, $, spaces, etc.), the entire string must be
enclosed within double quotes.

Page 117



Global Service Command Reference

phone

Syntax
Context

Description

Default

Parameters

Page 118

[no] phone phone-number

config>service>customer

This command adds telephone number information for a customer ID.

The no form of this command removes the phone number value from the customer ID.
No telephone number information is associated with a customer.

phone-number — the customer phone number entered as an ASCII string. Allowed values are any
string up to 80 characters long composed of printable, 7-bit ASCII characters. If the string
contains special characters (#, $, spaces, etc.), the entire string must be enclosed within double

quotes.
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SDP Commands

sdp

Syntax

Context

Description

Default

Parameters

sdp sdp-id [gre | mpls | ip] [create]
no sdp sdp-id

config>service

This command creates or edits an SDP. SDPs must be explicitly configured.

An SDP is a (logical) service entity that is created on the local router. An SDP identifies the endpoint
of a logical, unidirectional service tunnel. Traffic enters the tunnel at the SDP on the local router and
exits the tunnel at the remote router. Thus, it is not necessary to specifically define far-end SAPs.

The 7705 SAR supports generic routing encapsulation (GRE) tunnels, multiprotocol label switching
(MPLS) tunnels, and IP tunnels.

For MPLS, a 7705 SAR supports both signaled and non-signaled label switched paths (LSPs) through
the network. Non-signaled paths are defined at each hop through the network. Signaled LSPs are
established in LDP-DU (downstream unsolicited) mode.

SDPs are created and then bound to services. Many services may be bound to a single SDP. The
operational and administrative state of the SDP controls the state of the SDP binding to the service.

If sdp-id does not exist, a new SDP is created. SDPs are created in the admin down state (shutdown).
Once all relevant parameters are defined, the no shutdown command must be executed before the
SDP can be used.

If sdp-id exists, the current CLI context is changed to that SDP for editing and modification. If editing
an existing SDP, the gre, mpls, or ip keyword is not specified. If a keyword is specified for an
existing sdp-id, an error is generated and the context of the CLI is not changed to the specified sdp-id.

The no form of this command deletes the specified SDP. Before an SDP can be deleted, it must be
administratively down (shutdown) and not bound to any services. If the specified SDP is bound to a
service, the no sdp command fails, generating an error message specifying the first bound service
found during the deletion process. If the specified sdp-id does not exist, an error is generated.

none

sdp-id — the SDP identifier
Values 1 to 17407

gre — specifies that the SDP will use GRE encapsulation tunnels. Only one GRE SDP is supported to
a given destination 7705 SAR or 7710/7750 SR.

mpls — specifies that the SDP will use MPLS encapsulation and one or more LSP tunnels to reach
the far-end 7705 SAR or 7710/7750 SR. Multiple MPLS SDPs are supported to a given
destination service router. Multiple MPLS SDPs to a single destination service router are helpful
when they use divergent paths.
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ip — specifies that the SDP will use IP encapsulation tunnels. Only one IP SDP is supported to a
given destination 7705 SAR or 7710/7750 SR because the SDP is tied to the system address of
the destination LER.

adv-mtu-override

Syntax
Context

Description

Default

far-end

Syntax

Context

Description

Default
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[no] adv-mtu-override
config>service>sdp

This command overrides the advertised VC-type MTU. When enabled, the 7705 SAR signals a VC
MTU equal to the service MTU that includes the Layer 2 header. Under normal operations it will
advertise the service MTU minus the Layer 2 header. In the receive direction, it will accept either one.

The no form of this command disables the VC-type MTU override.

no adv-mtu-override

far-end ip-address
no far-end

config>service>sdp

This command configures the system IP address of the far-end destination 7705 SAR, 7710 SR,
7750 SR, or other router ID platform for the SDP that is the termination point for a service.

The far-end IP address must be explicitly configured. The destination IP address must be a 7705 SAR,
7710 SR, 7750 SR, or other router ID platform system IP address.

If the SDP uses GRE or IP for the destination encapsulation, the local 7705 SAR might not know that
the ip-address is actually a system IP interface address on the far-end service router.

If the SDP uses MPLS encapsulation, the far-end ip-address is used to check LSP names when added
to the SDP. If the “to IP address” defined within the LSP configuration does not exactly match the
SDP far-end ip-address, the LSP will not be added to the SDP and an error message will be
generated.

An SDP cannot be administratively enabled until a far-end ip-address is defined. The SDP is
operational when it is administratively enabled (no shutdown).

The no form of this command removes the currently configured destination IP address for the SDP.
The ip-address parameter is not specified and will generate an error message if used in the no far-end
command. The SDP must be administratively disabled using the config>service>sdp>shutdown
command before the no far-end command can be executed. Removing the far-end IP address will
cause all Isp-name associations with the SDP to be removed.

none
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Syntax
Context

Description

Default

Syntax
Context

Description
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ip-address — the system address of the far-end 7705 SAR for the SDP

Values a.b.cd
[no] Idp
config>service>sdp

This command enables LDP-signaled LSPs on MPLS-encapsulated SDPs.

In MPLS SDP configurations, either one LSP can be specified or LDP can be enabled. The SDP ldp
and Isp commands are mutually exclusive. If an LSP is specified on an MPLS SDP, then LDP cannot
be enabled on the SDP. To enable LDP on the SDP when an LSP is already specified, the LSP must

be removed from the configuration using the no Isp Isp-name command.

Alternatively, if LDP is already enabled on an MPLS SDP, then an LSP cannot be specified on the
SDP. To specify an LSP on the SDP, LDP must be disabled. The LSP must have already been created
in the config>router>mpls context with a valid far-end IP address.

no ldp (disabled)

[no] Isp Isp-name
config>service>sdp

This command creates an association between an LSP and an MPLS SDP. This command is
implemented only on MPLS-type encapsulated SDPs.

In MPLS SDP configurations, either one LSP can be specified or LDP can be enabled. The SDP Idp

and Isp commands are mutually exclusive. If an LSP is specified on an MPLS SDP, then LDP cannot
be enabled on the SDP. To enable LDP on the SDP when an LSP is already specified, the LSP must

be removed from the configuration using the no Isp Isp-name command.

Alternatively, if LDP is already enabled on an MPLS SDP, then an LSP cannot be specified on the
SDP. To specify an LSP on the SDP, LDP must be disabled. The LSP must have already been created
in the config>router>mpls context with a valid far-end IP address. Refer to the 7705 SAR OS MPLS
Guide for CLI syntax and command usage.

If no LSP is associated with an MPLS SDP, the SDP cannot enter the operationally up state. The SDP
can be administratively enabled (no shutdown) with no LSP associations. The Isp-name may be shut
down, causing the association with the SDP to be operationally down (the LSP will not be used by the
SDP).

LSP SDPs also require that the TLDP signaling be specified and that the SDP keepalive parameter be
enabled and not timed out.

7705 SAR OS Services Guide Page 121



Global Service Command Reference

Default

Parameters

metric

Syntax

Context

Description

Parameters

path-mtu

Syntax

Context

Description
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The no form of this command deletes an LSP association from an SDP. If the Isp-name does not exist
as an association or as a configured LSP, no error is returned. An Isp-name must be removed from all
SDP associations before the Isp-name can be deleted from the system. The SDP must be
administratively disabled (shutdown) before the last Isp-name association with the SDP is deleted.

No LSP names are defined.

Isp-name — the name of the LSP to associate with the SDP. An LSP name is case-sensitive and is
limited to 32 ASCII 7-bit printable characters with no spaces. If an exact match of Isp-name does
not already exist as a defined LSP, an error message is generated. If the Isp-name does exist and
the LSP to IP address matches the SDP far-end IP address, the association is created.

metric metric
no metric

config>service>sdp

This command specifies the metric to be used within the tunnel table manager for decision-making
purposes. When multiple SDPs going to the same destination exist, this value is used as a tie-breaker
by tunnel table manager users to select the route with the lower value.

metric — specifies the SDP metric

Values 1 to 17407

path-mtu bytes
no path-mtu

config>service>sdp

This command configures the Maximum Transmission Unit (MTU) in bytes that the SDP can
transmit to the far-end router without packet dropping or IP fragmentation overriding the default
SDP-type path MTU.

The default SDP-type path-mtu can be overridden on a per-SDP basis.
Dynamic maintenance protocols on the SDP may override this setting.

If the physical mtu on an egress interface indicates that the next hop on an SDP path cannot support
the current path-mtu, the operational path-mtu on that SDP will be modified to a value that can be
transmitted without fragmentation.

The no form of this command removes any path-mtu defined on the SDP and the SDP will use the
system default for the SDP type.
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signaling

Syntax
Context

Description

Default

Parameters

vlan-vc-etype

Syntax

Context

Description

Default

Parameters
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The default path-mtu defined on the system for the type of SDP is used.

bytes — specifies the number of bytes in the path MTU

Values 576 to 9194

signaling {off | tidp}
config>service>sdp

This command specifies the signaling protocol used to obtain the ingress and egress labels in frames
transmitted and received on the SDP. When signaling is off, then labels are manually configured
when the SDP is bound to a service. The signaling value can only be changed while the administrative
status of the SDP is down.

The no form of this command is not applicable. To modify the signaling configuration, the SDP must
be administratively shut down and then the signaling parameter can be modified and re-enabled.

tidp

off — ingress and egress signal auto-labeling is not enabled. If this parameter is selected, then each
service using the specified SDP must manually configure VPN labels. This configuration is
independent of the SDP’s transport type, MPLS (LDP).

tldp — ingress and egress signaling auto-labeling is enabled

vlan-vc-etype 0x0600..0xffff
no vlan-vc-etype [0x0600..0xffff]

config>service>sdp

This command configures the VLAN VC EtherType. The no form of this command returns the value
to the default. The etype value populates the EtherType field in the Ethernet frame. It is used to
indicate which protocol is being transported in the Ethernet frame. The default value indicates that the
payload is an IEEE 802.1qg-tagged frame.

no vlan-ve-etype (0x8100)
0x0600..0xff{f — specifies a valid VLAN etype identifier
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SDP Keepalive Commands

keep-alive

Syntax
Context

Description
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keep-alive
config>service>sdp

This command is the context for configuring SDP connectivity monitoring keepalive messages for the
SDP-ID.

SDP-ID keepalive messages use SDP Echo Request and Reply messages to monitor SDP
connectivity. The operating state of the SDP is affected by the keepalive state on the SDP-ID. SDP
Echo Request messages are only sent when the SDP-ID is completely configured and
administratively up. If the SDP-ID is administratively down, keepalives for that SDP-ID are disabled.
SDP Echo Requests, when sent for keepalive messages, are always sent with the originator-sdp-id.
All SDP-ID keepalive SDP Echo Replies are sent using generic IP OAM encapsulation.

When a keepalive response is received that indicates an error condition, the SDP ID will immediately
be brought operationally down. Once a response is received that indicates the error has cleared and
the hold-down-time interval has expired, the SDP ID will be eligible to be put into the operationally
up state. If no other condition prevents the operational change, the SDP ID will enter the operational
state.

A set of event counters track the number of keepalive requests sent, the size of the message sent, non-
error replies received and error replies received. A keepalive state value is kept, indicating the last
response event. A keepalive state timestamp value is kept, indicating the time of the last event. With
each keepalive event change, a log message is generated, indicating the event type and the timestamp
value.

Table 13 describes keepalive interpretation of SDP Echo Reply response conditions and the effect on
the SDP ID operational status.

Table 13: SDP Echo Reply Response Conditions

Result of Request Stored Response State Operational State
keepalive request timeout without reply  Request Timeout Down
keepalive request not sent due to non- Orig-SDP Non-Existent Down

existent orig-sdp-id M

keepalive request not sent due to Orig-SDP Admin-Down Down
administratively down orig-sdp-id

keepalive reply received, invalid Far End: Originator-ID Invalid Down
origination-id
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Syntax

Context

Description

Parameters

hold-down-time

Syntax

Context

Description

Services Overview

Table 13: SDP Echo Reply Response Conditions (Continued)

Result of Request Stored Response State Operational State

keepalive reply received, invalid Far End: Responder-ID Error ~ Down
responder-id

keepalive reply received, No Error Success Up (if no other
condition prevents)

1. This condition should not occur.

hello-time seconds
no hello-time

config>service>sdp>keep-alive

This command configures the time period between SDP keepalive messages on the SDP-ID for the
SDP connectivity monitoring messages.

The no form of this command reverts the hello-time seconds value to the default setting.

seconds — the time period in seconds between SDP keepalive messages, expressed as a decimal
integer

Default 10
Values 1 to 3600

hold-down-time seconds
no hold-down-time

config>service>sdp>keep-alive

This command configures the minimum time period the SDP will remain in the operationally down
state in response to SDP keepalive monitoring.

This parameter can be used to prevent the SDP operational state from “flapping” by rapidly
transitioning between the operationally up and operationally down states based on keepalive
messages.

When an SDP keepalive response is received that indicates an error condition or the max-drop-count
keepalive messages receive no reply, the sdp-id will immediately be brought operationally down. If a
keepalive response is received that indicates the error has cleared, the sdp-id will be eligible to be put
into the operationally up state only after the hold-down-time interval has expired.
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The no form of this command reverts the hold-down-time seconds value to the default setting.

Parameters  seconds — the time in seconds, expressed as a decimal integer, the sdp-id will remain in the
operationally down state after an SDP keepalive error before it is eligible to enter the
operationally up state. A value of 0 indicates that no hold-down-time will be enforced for sdp-id.

Default 10
Values 0 to 3600

max-drop-count

Syntax max-drop-count count
no max-drop-count

Context  config>service>sdp>keep-alive

Description This command configures the number of consecutive SDP keepalive failed request attempts or remote
replies that can be missed after which the SDP is operationally downed.

If the max-drop-count consecutive keepalive request messages cannot be sent or no replies are
received, the SDP-ID will be brought operationally down by the keepalive SDP monitoring.

The no form of this command reverts the max-drop-count count value to the default settings.

Parameters count — the number of consecutive SDP keepalive requests that can fail to be sent or replies missed
before the SDP is brought down, expressed as a decimal integer

Default 3

Values l1to5

message-length

Syntax  message-length octets
no message-length

Context  config>service>sdp>keep-alive

Description This command configures the size of SDP monitoring keepalive request messages transmitted on the
SDP.

The no form of this command reverts the message-length octets value to the default setting.

Parameters octets — the size of keepalive request messages in octets, expressed as a decimal integer. The size
keyword overrides the default keepalive message size.

The message length should be equal to the SDP operating path MTU as configured in the path-
mtu command.
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If the default size is overridden, the actual size used will be the smaller of the operational SDP-ID
path MTU and the size specified.

Default 0
Values 72 to 1500

timeout

Syntax  timeout timeout
no timeout

Context  config>service>sdp>keep-alive

Description This command configures the time interval that the SDP waits before tearing down the session.

Parameters  timeout — the timeout in seconds, expressed as a decimal integer
Default 5

Values 1to 10
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ETH-CFM Configuration Commands

eth-cfm

Syntax
Context

Description

domain

Syntax

Context

Description

Parameters
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eth-cfm
config

This command enables the context to configure Connectivity Fault Management (CFM) parameters
for 802.1ag and Y.1731 standards.

domain md-index [format {dns | mac | none | string}] [name md-name] level level
domain md-index
no domain md-index

config>eth-cfm

This command configures CFM domain parameters.

The dns, mac, and string keywords apply to dotlag. The none keyword applies to Y.1731. Using the
none keyword means that the association command must use the icc-based format. A MEP
associated with domain format none and association format icc-based is a Y.1731 MEP; otherwise,
the MEP is a dotlag MEP.

The no form of the command removes the MD index parameters from the configuration.

md-index — specifies the Maintenance Domain (MD) index value
Values 1 to 4294967295

format {dns | mac | none | string} — specifies a value that represents the type (format) of the md-
name

Values dns: specifies the DNS name format
mac: XX XXX X-u
X: [0 to FF] hex
u: [0 to 65535] decimal

none: no name specified (the domain represents a Y.1731 MEG, not a dotlag
domain)

string: specifies an ASCII string

Default string
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md-name — specifies a generic Maintenance Domain (MD) name
Values 1 to 43 characters

level — specifies the integer identifying the maintenance domain level (MD level). Higher numbers
correspond to higher-level maintenance domains (those with the greatest physical reach) with the
highest values for customers’ CFM packets. Lower numbers correspond to lower-level
maintenance domains (those with more limited physical reach) with the lowest values for single
bridges or physical links.

Values Oto7

association

Syntax  association ma-index [format {icc-based | integer | string | vid | vpn-id}] name ma-name
association ma-index
no association ma-index

Context  config>eth-cfm>domain

Description This command configures the Maintenance Association (MA) for the domain.

The integer, string, vid, and vpn-id keywords apply to dotlag MAs. The icc-based keyword applies
to Y.1731 MEGs, and is only available when the domain format is none. A MEP associated with
domain format none and association format icc-based is a Y.1731 MEP; otherwise the MEP is a
dotlag MEP.

Parameters  ma-index — specifies the MA index value
Values 1 to 4294967295

format {icc-based | integer | string | vid | vpn-id} — specifies a value that represents the type
(format) of the ma-name

Values icc-based: raw ASCII, exactly 13 characters (the association is a Y.1731 MEG, not
a dotlag MA)

integer: 0 to 65535 (integer value 0 means the MA is not attached to a VID)
string: raw ASCII

vid: 0 to 4094

vpn-id: RFC 2685, Virtual Private Networks Identifier

XXX:XXXX where X is a value between 00 and FF
(for example 00164D:AABBCCDD)

Default integer

ma-name — specifies the part of the maintenance association identifier that is unique within the
maintenance domain name

Values 1 to 45 characters
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bridge-identifier

Syntax
Context

Description

Parameters

vlan

Syntax

Context

Description

Parameters

ccm-interval

Syntax

Context

Description

Default
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[no] bridge-identifier bridge-id
config>eth-cfm>domain>association

This command configures the service ID for the domain association. The bridge-id should be
configured to match the service-id of the service where MEPs for this association will be created. For
example, for an Epipe with service-id 2, set the bridge-id to 2. Note that there is no verification that
the service with a matching service-id exists.

bridge-id — specifies the bridge ID for the domain association

Values 1 to 2147483647

vlan vian-id
no vlan

config>eth-cfm>domain>association>bridge-identifier

This command configures the bridge-identifier primary VLAN ID. Note that it is informational only,
and no verification is done to ensure that MEPs on this association are on the configured VLAN.

vilan-id — specifies a VLAN ID monitored by MA

Values 0 to 4094

ccm-interval {10ms | 100ms | 1| 10 | 60 | 600}
no ccm-interval

config>eth-cfm>domain>association

This command configures the CCM transmission interval for all MEPs in the association, in
milliseconds and seconds.

The no form of the command reverts to the default value.

10s
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remote-mepid

Syntax [no] remote-mepid mep-id
Context  config>eth-cfm>domain>association

Description This command configures the remote maintenance association endpoint MEP identifier.

Parameters mep-id — maintenance association endpoint identifier of a remote MEP whose information from the
MEP database is to be returned

Values 1 to 8191
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Show Commands

customer

Syntax customer customer-id
Context  show>service
Description This command displays service customer information.
Parameters customer-id — displays only information for the specified customer ID

Default all customer IDs display
Values 1 to 2147483647

Output The following output is an example of customer information, and Table 14 describes the fields.

Sample Output

*A:ALU-12# show service customer

Customers

Customer-ID : 1

Contact : Manager

Description : Default customer
Phone : (123) 555-1212

Customer-ID : 2

Contact : Tech Support
Description : ABC Networks
Phone : (234) 555-1212

Customer-ID : 3

Contact : Fred

Description : ABC Networks
Phone : (345) 555-1212

Customer-ID : 6

Contact : Ethel

Description : Epipe Customer
Phone : (456) 555-1212

Customer-ID : 7

Contact : Lucy

Description : VPLS Customer
Phone : (567) 555-1212

Customer-ID : 8

Contact : Customer Service
Description : IES Customer
Phone : (678) 555-1212

Page 132 7705 SAR OS Services Guide



Services Overview

Customer-ID : 274

Contact : Mssrs. Beaucoup
Description : ABC Company
Phone : 650 123-4567

Customer-ID : 94043
Contact : Test Engineer on Duty
Description : TEST Customer

Phone : (789) 555-1212
Total Customers 8
*A:ALU-12#

*A:ALU-12# show service customer 274

Customer 274

Customer-ID : 274

Contact : Mssrs. Beaucoup
Description : ABC Company
Phone : 650 123-4567

*A:ALU-124

Table 14: Show Customer Command Output Fields

Label Description

Customer-1ID Displays the unique customer identification number

Contact Displays the name of the primary contact person

Description Displays generic information about the customer

Phone Displays the telephone or pager number used to reach the primary
contact person

Total Customers Displays the total number of customers configured
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sdp

Syntax
Context

Description

Parameters

Output
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sdp [sdp-id | far-end ip-address] [detail | keep-alive-history]
show>service

This command displays SDP information.
If no optional parameters are specified, a summary SDP output for all SDPs is displayed.

sdp-id — the SDP ID for which to display information
Default all SDPs
Values 1 to 17407

ip-address — displays only SDPs matching with the specified far-end IP address
Default SDPs with any far-end IP address

detail — displays detailed SDP information

keep-alive-history — displays the last fifty SDP keepalive events for the SDP

The following output is an example of service SDP information, and Table 15 describes the fields.

Sample Output

*A:ALU-12# show service sdp

Services: Service Destination Points

SdpId Adm MTU Opr MTU IP address Adm Opr Deliver Signal
10 0 0 10.10.10.24 Up Down LDP TLDP
20 0 0 10.10.10.24 Up Down MPLS TLDP
30 4462 1514 10.20.1.21 Up Up GRE TLDP

*A:ALU-12#

*A:ALU-12# show service sdp 10

Service Destination Point (Sdp Id : 10)

SdpId Adm MTU Opr MTU IP address Adm Opr Deliver Signal
10 0 0 10.10.10.24 Up Down LDP TLDP
*A:ALU-12#

*A:ALU-12# show service sdp 8 detail

Service Destination Point (Sdp Id : 8) Details
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Sdp Id 8 -(10.10.10.104)

Description : MPLS-10.10.10.104

SDP Id : 8 SDP-Source : manual
Admin Path MTU : 0 Oper Path MTU : 1550
Far End : 10.10.10.104 Delivery : MPLS
Admin State : Up Oper State : Down
Signaling : TLDP Metric : 0

Last Status Change : 02/01/2007 09:11:39 Adv. MTU Over. : No
Last Mgmt Change : 02/01/2007 09:11:46 VLAN VC Etype : 0x8100
Flags : SignalingSessDown TransportTunnDown

KeepAlive Information :
Admin State : Disabled Oper State : Disabled

Hello Time : 10 Hello Msg Len : 0
Hello Timeout : 5 Unmatched Replies : 0
Max Drop Count : 3 Hold Down Time : 10
Tx Hello Msgs : 0 Rx Hello Msgs : 0

Associated LSP LIST

Lsp Name : to-104

Admin State : Up Oper State : Down
Time Since Last Tran*: 01d07h36m

* indicates that the corresponding row element may have been truncated.
*A:ALU-124

*A:ALU-12>show>service# sdp 5001 keep-alive-history

Service Destination Point (Sdp Id : 5001)

Time of Probe Report RTT (ms) Size Status

2010/11/30 11:27:32 1011 72 Response Received
2010/11/30 11:27:22 1001 72 Response Received
2010/11/30 11:27:12 1001 72 Response Received
2010/11/30 11:27:02 1001 72 Response Received
2010/11/30 11:26:58 1002 72 Response Received

*A:ALU-12>show>service#

Table 15: Show Service SDP Output Fields

Label Description

SDP Id Identifies the SDP

Description Identifies the SDP by the text description stored its configuration file
SDP Source Specifies the SDP source type

Adm MTU Specifies the desired largest service frame size (in octets) that can be
Adm Path MTU transmitted through this SDP to the far-end router
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Table 15: Show Service SDP Output Fields (Continued)

Label

Description

Opr MTU
Opr Path MTU

Specifies the actual largest service frame size (in octets) that can be
transmitted through this SDP to the far-end router

Far End Specifies the IP address of the remote end of the GRE or MPLS tunnel
defined by this SDP
Adm Specifies the desired state of the SDP

Admin State

Opr Specifies the operating state of the SDP

Oper State

Deliver Specifies the type of delivery used by the SDP: MPLS, GRE, or IP
Delivery

Flags Specifies all the conditions that affect the operating status of this SDP
Signal Specifies the signaling protocol used to obtain the ingress and egress
Signaling labels used in frames transmitted and received on the SDP

Metric Specifies the value used as a tie-breaker by the tunnel table manager to

select a route

Last Status
Change

Specifies the time of the most recent operating status change to this
SDP

Last Mgmt Change

Specifies the time of the most recent management-initiated change to
this SDP

Adv. MTU Over

Specifies the state of the advertised VC-type MTU override command

VLAN VC Etype

Specifies the VLAN VC EtherType for the SDP

Number of SDPs

Specifies the total number of SDPs displayed according to the criteria
specified

Keepalive Informa

tion:

Hello Time

Specifies how often the SDP Echo Request messages are transmitted on
this SDP

Hello Msg Len

Specifies the length of the SDP Echo Request messages transmitted on
this SDP

Hello Timeout

Specifies the number of seconds to wait for an SDP echo response
message before declaring a timeout

Unmatched
Replies

Specifies the number of SDP unmatched message replies timer expired

Page 136

7705 SAR OS Services Guide




Services Overview

Table 15: Show Service SDP Output Fields (Continued)

Label

Description

Max Drop Count

Specifies the maximum number of consecutive SDP Echo Request
messages that can be unacknowledged before the keepalive protocol
reports a fault

Hold Down Time

Specifies the amount of time to wait before the keepalive operating
status is eligible to enter the alive state

TX Hello Msgs

Specifies the number of SDP echo request messages transmitted since
the keepalive was administratively enabled or the counter was cleared

Rx Hello Msgs

Specifies the number of SDP echo request messages received since the
keepalive was administratively enabled or the counter was cleared

Collect Stats.

Specifies that the collection of accounting and statistical data for the
SDP is enabled or disabled

Associated LSP LIST:

is not MPLS

Note: If the SDP type is GRE, the following message displays: SDP Delivery Mechanism

Lsp Name

For MPLS: identifies the name of the static LSP

Time since Last
Trans*

For MPLS: specifies the time that the associated static LSP has been in
service

Time of Probe
Report

Indicates the date and time of the report

RTT (ms)

Indicates round-trip time (RTT), in milliseconds.

Size

Indicates the size of the packet, in bytes

Status

Indicates the status of the response
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sdp-using

Syntax  sdp-using [sdp-id[:vc-id] | far-end ip-address]
Context  show>service
Description This command displays services using SDP or far-end address options.
Parameters sdp-id — displays only services bound to the specified SDP ID
Values 1 to 17407
ve-id — the virtual circuit identifier
Values 1 to 4294967295

ip-address — displays only services matching with the specified far-end IP address

Default services with any far-end IP address

Output The following output is an example of service SDP-using information, and Table 16 describes the
fields.

Sample Output

*A:ALU-1# show service sdp-using 300

Service Destination Point (Sdp Id : 300)

SvcId SdpId Type Far End Opr State I.Label E.Label
1 300:1 Spok 10.0.0.13 Up 131071 131071
2 300:2 Spok 10.0.0.13 Up 131070 131070
100 300:100 Spok 10.0.0.13 Up 131069 131069
101 300:101 Spok 10.0.0.13 Up 131068 131068
102 300:102 Spok 10.0.0.13 Up 131067 131067

*A:ALU-14
Table 16: Show Service SDP-Using Output Fields
Label Description
SvcId Identifies the service
SdpId Identifies the SDP
Type Indicates the type of SDP (mesh or spoke)
Far End Displays the far-end address of the SDP
Opr State Displays the operational state of the service
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Table 16: Show Service SDP-Using Output Fields (Continued)

Label Description

I. Label Displays the ingress label used by the far-end device to send packets to
this device in this service by this SDP

E. Label Displays the egress label used by this device to send packets to the far-
end device in this service by this SDP

service-using

Syntax service-using [epipe] [ies] [vpls] [vprn] [apipe] [ipipe] [cpipe] [sdp sdp-id] [customer
customer-id]

Context show>service

Description This command displays the services matching certain usage properties.
If no optional parameters are specified, all services defined on the system are displayed.

Parameters epipe — displays matching Epipe services

ies — displays matching IES services

vpls — displays matching VPLS services

vprn — displays matching VPRN services

apipe — displays matching Apipe services

cpipe — displays matching Cpipe services

sdp-id — displays only services bound to the specified SDP ID
Default services bound to any SDP ID
Values 1 to 17407

customer-id — displays services only